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**Abstract**

This Part II of this series is concerned with establishing the feasibility of an extended data-on-demand (XDoD) uncertainty quantification (UQ) protocol based on concentration-of-measure inequalities and martingale theory. Specific aims are to establish the feasibility of the protocol and its basic properties, including the tightness of the predictions afforded by the protocol. The assessment is based on an application to terminal ballistics and a specific system configuration consisting of 6061-T6 aluminum plates struck by spherical 440c stainless steel projectiles at ballistic impact speeds in the range of 2.4–2.8 km/s. The system's inputs are the plate thickness, plate obliquity and impact velocity. The perforation area is chosen as the sole performance measure of the system. The objective of the UQ analysis is to certify the lethality of the projectile, i.e., that the projectile perforates the plate with high probability over a prespecified range of impact velocities, plate thicknesses and plate obliquities. All tests were conducted at Caltech's Small Particle Hypervelocity Range (SPHIR), which houses a two-stage gas gun. A feature of this facility is that the impact velocity, while amenable to precise measurement, cannot be controlled precisely but varies randomly according to a known probability density function. In addition, due to a competition between petalling and plugging mechanisms for the material system under consideration, the measured perforation area exhibits considerable scatter. The analysis establishes the feasibility of the XDoD UQ protocol as a rigorous yet practical approach for model-based certification of complex systems characterized by uncontrollable inputs and noisy experimental data.

© 2011 Elsevier Ltd. All rights reserved.

**1. Introduction**

In Part I of this sequence, we have demonstrated a data-on-demand (DoD) Uncertainty Quantification (UQ) protocol through an application to a deterministic and low-scatter system, namely, the assessment of lethality of S-2 tool steel projectiles against 6061-T6 aluminum plates at ballistic impact speeds, as realized at Caltech's GALCIT Powder-Gun Plate-Impact Facility. As stated in Part I, from the certification standpoint adopted in this work the general aim of UQ concerns the determination of tight upper bounds on the probability of failure of complex engineering systems. Specifically, model-based UQ is concerned with
the determination of rigorous upper bounds on the probability of failure of the system with a maximum of computation and a minimum of testing.

The specific DoD UQ protocol assessed in Part I considers a deterministic response function $Y = G(X)$ that maps controllable system inputs $X$, i.e., system inputs whose value can be dialed precisely at will, to performance measures $Y$ and relies on probability-of-failure upper bounds of the concentration-of-measure type (Boucheron et al., 2004a,b; McDiarmid, 1989a; Lugosi, 2006; Ledoux, 2001). If McDiarmid's inequality (McDiarmid, 1989a) is used to bound probabilities of failure, the system may then be certified on the sole knowledge of ranges of its input parameters—without a priori knowledge of their probability distributions, its mean performance $E[Y] = M$ and a certain measure $D_G = U$ of the spread of the response, known as system diameter, which provides a rigorous quantitative measure of the uncertainty in the response of the system.

For the S2 steel/6061-T6 aluminum, the net outcome of the UQ analysis presented in Part I is an $M/U$ confidence factor of 2.93, or a better than 99.9% confidence in the lethality of the projectiles over an impact velocity range of 200–400 m/s and plate thickness range of 0.81–1.62 mm. In addition, the determination of the modeling-error contribution to the system uncertainty, or modeling-error diameter, required a relatively small number (40) of tests-on-demand. This low data-on-demand requirement, in conjunction with the sole reliance on system input ranges and the good scaling properties of the protocol with the number of input parameters and performance measures, establishes the feasibility of the DoD UQ protocol as a rigorous yet practical approach for model-based certification of complex systems that are ostensibly deterministic and whose input parameters are controllable in the laboratory.

In this Part II of this article, we extend the DoD UQ protocol developed in Part I to systems with uncontrollable parameters and large scatter. We recall that the specific strategy adopted in Part I for integrating modeling and simulation into the UQ protocol relies on the seminorm property of function diameters. In this context, a model is regarded as a function $Y = F(X)$ that approximates the response $Y = G(X)$ of the system. An upper bound on the system diameter—and thus in the uncertainty in the response of the system—then follows from the triangular inequality $D_G \leq D_F + D_{C,F}$, and $U = D_F + D_{C,F}$ can be taken as a new—and conservative—measure of system uncertainty. In this approach, the total uncertainty of the system is the sum of the predicted uncertainty, i.e., the variability in performance predicted by the model as quantified by the model diameter $D_F$, and the modeling-error uncertainty, i.e., the discrepancy between model prediction and experiment as quantified by the modeling error diameter $D_{C,F}$. The calculation of the modeling-error diameter $D_{C,F}$ requires the solution of a global optimization problem in which each evaluation of the objective function requires the simultaneous execution of a nominally identical simulation and experiment. The precise sequence of evaluations is determined by the algorithm used to solve the global optimization problem. However, this program fails when some of the input parameters are uncontrollable, i.e., their values cannot be dialed precisely in the course of an experiment. For such systems it is not possible to obtain data on demand for precisely preset values of the input parameters, as required by the data-on-demand protocol of Part I, and the protocol breaks down. Noisy data, or data exhibiting large scatter, may constitute an additional impediment to the application of the DoD UQ protocol of Part I, by rendering the response of the system stochastic. These impediments require a generalization of the CoM framework of Lucas et al. (2008), a generalization that we achieve in this Part II by an application of martingale theory.

As in Part I, a principal goal of the work presented in this Part II is to demonstrate the feasibility of the XDoD UQ protocol for uncertainty quantification by means of an actual example of application, namely, the terminal ballistics of 6061-T6 aluminum plates impacted by spherical 440c stainless steel projectiles at impact velocities in the range of 1.8 km/s to 3.1 km/s. All tests are conducted at Caltech’s Small Particle Hypervelocity Range (SPHIR), which houses a two-stage gas gun. The system’s inputs are the plate thickness and obliquity and impact velocity and, for simplicity, we choose the perforation area as the sole performance measure of the system. The objective of the uncertainty quantification analysis is to certify the lethality of the threat, i.e., that the projectile perforates the plate with high probability over a prespecified range of impact velocities and plate thicknesses and obliques. An essential feature of the SPHIR facility is that the impact velocity, while amenable to precise measurement, cannot be controlled precisely but varies randomly according to a known probability density function. In addition, for the material system under consideration, the competition between petalling and plugging results in considerable scatter in the measured perforation area. Thus, the SPHIR facility and the 6061-T6 aluminum/440c stainless steel system provide an ideal testbed for the assessment of the XDoD UQ protocol. Overall, the assessment demonstrates the feasibility of the XDoD UQ protocol as a basis for rigorous certification, but also points to some limitations of the approach and suggests directions of further research and development.

2. Martingale inequalities and UQ

We recall that, following (Lucas et al., 2008), PoF upper bounds of the CoM type were formulated in Part I of this series by recourse to McDiarmid's inequality (McDiarmid, 1998, 1989b). In its simplest version, this inequality pertains to a system characterized by $N$ real random inputs $X = (X_1, ..., X_N) \in \mathbb{E} \subseteq \mathbb{R}^N$ and a single real performance measure $Y \in \mathbb{R}$. Suppose that the function $G : \mathbb{R}^N \rightarrow \mathbb{R}$ describes the response function of the system. Suppose that the system fails when $Y \leq a$, where $a$ is a threshold for the safe operation of the system. Then, a direct application of McDiarmid’s inequality gives the following upper bound on the PoF of the system:

$$P[G \leq a] \leq \exp \left( -\frac{M^2}{2U^2} \right)$$ (1)
where
\[ M = (\mathbb{E}[G] - \bar{a})_+ \]  \hspace{1cm} (2a)
\[ U = D_G \]  \hspace{1cm} (2b)
are the design margin and the system uncertainty, respectively. In (2b), \( D_G \) is the diameter of the response function (cf. Part I, Section 2.1, for a definition of the diameter of a function). From (1) it follows that the system is certified if
\[ \exp\left(-\frac{2M^2}{U^2}\right) \leq \epsilon \]  \hspace{1cm} (3)
where \( \epsilon \) is the PoF tolerance, or, equivalently, if
\[ \text{CF} = \frac{M}{U} \geq \sqrt{\log \frac{1}{\epsilon}} \]  \hspace{1cm} (4)
where \( \text{CF} \) is the confidence factor. In writing (2a) and subsequently, we use the function \( x_+ := \max(0,x) \). We see from the preceding expressions that McDiarmid’s inequality supplies rigorous quantitative definitions of design margin and system uncertainty. In particular, the latter is measured by system diameter \( D_G \), which measures the largest deviation in performance resulting from arbitrarily large perturbations of one input parameter at time. Within this simple framework, rigorous certification is achieved by the determination of two—and only two—quantities: the mean performance \( \mathbb{E}[G] \) and the system diameter \( D_G \). Extensions of McDiarmid’s inequality to systems with multiple performance measures, unknown unknowns and to situations in which the mean performance is not known exactly, may be found in Lucas et al. (2008) and in Part I of this series.

We note that the calculation of the system diameter \( D_G \) requires the solution of the global optimization problem. In this problem, each evaluation of the objective function in turn requires two experiments, i.e., two evaluations of \( G \). The precise sequence of evaluations is determined by the algorithm used to solve the global optimization problem. However, the execution of this program is compounded when some of the input parameters cannot be dialed precisely in the course of a test but vary randomly and uncontrollably. Thus, in this case it is impossible to obtain data on demand, as required by the global optimization algorithm, at deterministic values of the inputs and the scheme breaks down. This breakdown requires a generalization of the data-on-demand (DoD) UQ protocol of Part I, a generalization that we achieve in this Part II by an application of martingale theory.

2.1. Application to uncontrollable variables

We consider a system with random inputs \((X,Z)\) of two types: known and controllable variables \(X\) and uncontrollable or unknown variables \(Z\). The known controllable variables \(X\) can be dialed precisely in laboratory experiments. The known but uncontrollable variables cannot be dialed deterministically in laboratory tests and their values in particular tests are random with known distribution. Finally, we assume that the observed experimental scatter is the result of unknown random inputs, or unknown unknowns. As will become apparent, known uncontrollable inputs and unknown unknowns can conveniently be given an identical treatment within the martingale context. In particular, the uncontrollable random inputs and unknown unknowns are not assumed to be independent and may be correlated among themselves and to the controllable variables \(X\).

The SPHIR facility described in Section 2 and the test configuration analyzed in Section 3.4 supply examples of these types of variables. Thus, the known inputs to the system are the plate thickness \(h\), the plate obliquity \(\varphi\) and the impact velocity \(v\). The facility operates in such a way that the impact velocity in a given test cannot be dialed precisely but, instead, varies randomly with known probability density. Thus, in this case \(X = (h,\varphi)\) is the set of known controllable inputs and \(v\) is a known uncontrollable input. In addition, the observed experimental scatter is attributed to unknown inputs which, together with \(v\), comprise the input set \(Z\).

For simplicity, we additionally assume a single performance measure \(Y\) of interest. Thus, within the present framework the response of the system is characterized by a function \(Y = G(X,Z)\). Let \(\langle G \rangle(X)\) denote the probability average of \(G(X,Z)\) with respect to \(Z\). The average with respect to the known but uncontrollable subset of \(Z\) can be performed using their known probability distributions. However, in practice averages with respect to unknown unknowns can only be determined by recourse to sampling. We additionally let \(D_{\langle G \rangle}\) denote the McDiarmid diameter of \(\langle G \rangle(X)\) (cf. Part I, Section 2.1, for a definition of the diameter of a function), which we shall refer to as the averaged-system diameter, and \(D_Z\) the maximum deviation from the averaged response, i.e.,
\[ D_Z = \text{esssup} |G(X,Z) - \langle G \rangle(X)| \]  \hspace{1cm} (5)
which we assume to be finite. Evidently, \(D_Z\) supplies a measure of the extent of experimental scatter in the data and, consequently, will be referred to as experimental-scatter diameter.

The following theorem supplies the sought probability-of-failure upper bound and follows immediately from Theorem 2.3 of McDiarmid (1997) (we also refer to the Theorem 6.7 and corollary 6.9 of McDiarmid (1989b), and to Appendix A for the main abstract result).
Theorem 2.1. Assume that the inputs $X$ are statistically independent. Then we have almost surely that

$$P[G(X,Z) \leq a] \leq \exp\left(-2 \frac{(\mathbb{E}[G] - a)_+^2}{D^2_{(G)} + D_{S}^2}\right)$$

(6)

We note that inequality (6) is of the form

$$P[G(X,Z) \leq a] \leq \exp\left(-2 \frac{M^2}{U^2}\right)$$

(7)

where

$$M = (\mathbb{E}[G] - a)_+$$

(8a)

$$U = \sqrt{D^2_{(G)} + D_{S}^2}$$

(8b)

may be regarded as the system margin and system uncertainty, respectively. Hence, a conservative certification criterion is obtained by requiring

$$\exp\left(-2 \frac{M}{U}\right) \leq \varepsilon$$

(9)

where $\varepsilon$ is a probability-of-failure tolerance. As in the DoD UQ protocol, we can turn inequality (9) around and rewrite the certification criterion in the form

$$\text{CF} = \frac{M}{U} \geq \sqrt{\log\frac{1}{\varepsilon}}$$

(10)

which becomes the new certification criterion. In this inequality CF is the confidence factor of the system.

Again, if follows from the preceding analysis that system can be rigorously certified solely on the sole basis of the mean performance $\mathbb{E}[G]$, the averaged-system diameter $D_{(G)}$, and the experimental scatter diameter $D_{S}$. For bound (10) to hold, only ranges of the known controllable parameters need to be known. As in the DoD UQ protocol, bound (10) supplies rigorous quantitative definitions of system margin and system uncertainty. In particular, the latter is measured by the root-mean-square of the averaged-system diameter $D_{(G)}$ and the experimental-scatter diameter $D_{S}$. This latter diameter is determined directly from test data and provides a measure of the uncertainty arising from the experimental scatter. As expected, large experimental scatter increases uncertainty and renders the system more difficult to certify. As in the DoD UQ protocol, the determination of the averaged-uncertainty diameter $D_{(G)}$ requires the solution of a global optimization problem. In practice, the exact average response $\mathcal{G}(X)$ is not available and, therefore, we estimate it by means of an empirical mean

$$\langle G \rangle(X) \approx \bar{G}(X) = \frac{1}{n} \sum_{i=1}^{n} G(X,Z_i)$$

(11)

where $\{Z_i\}_{i=1}^{n}$ are independent and identically distributed samples. Thus, in contrast to the DoD UQ protocol, every objective function evaluation necessitates the execution of a number of tests for the evaluation of the response function $\langle G \rangle$ averaged with respect to the known but uncontrollable and unknown inputs. The precise sequence of controllable variables required for the evaluation of $D_{(G)}$ is determined by the optimization algorithm and it is not known a priori. Thus, the XDoD UQ protocol requires data-on-demand with respect to the known controllable inputs $X$ but extends the DoD UQ protocol as regards the computation of averages of the response function with respect to the known but uncontrollable and unknown inputs.

2.2. Empirical mean estimation

As discussed in Part I (cf. also Lucas et al., 2008), the mean value $\mathbb{E}[G]$ of $G$ under $\mathbb{P}$ can be replaced by an empirical mean calculated using $m$ independent and identically distributed samples of $\langle XZ \rangle$, albeit at the cost of a certain margin hit. More precisely, for any $\varepsilon' > 0$ the probability-of-failure bound (7) and the certification criterion (10) hold true with probability at least $1 - \varepsilon'$ provided that we redefine the margin as

$$M = (\bar{E}_m[G] - a - \alpha)_+$$

(12)

where $\bar{E}_m[G]$ denotes the empirical mean obtained from $m$ independent and identically distributed samples, namely,

$$\bar{E}_m[G] = \frac{1}{m} \sum_{i=1}^{m} G(X_i,Z_i)$$

(13)
and

\[ \varepsilon = U \sqrt{\frac{1}{2m} \log \left( \frac{1}{e} \right)} \]  

is a margin hit that compensates for the use of an empirical mean. Remarkably, the estimation of the exact mean by an empirical mean does not increase the uncertainty \( U \) of the system but, instead, has the effect of reducing the design margin \( M \) in the amount \( \varepsilon \). In particular, under-sampling of the mean response does not make the system more uncertain but, instead, makes the design less robust.

2.3. Model-based UQ

For complex systems, the execution of the XDoD UQ protocol based directly on experimental testing may require a large number of tests for the determination of the mean response \( \langle G \rangle (X) \) and its diameter \( D_{\langle G \rangle} \). Suppose, however, that a model \( F(X,V) \) of the system is available, i.e., a function that maps all known inputs \( (X,V) \), controllable \( (X) \) and uncontrollable \( (V \subset Z) \), into performance measures and that approximates the actual averaged response function \( \langle G \rangle (X) \) of the system. In the spirit of model-based certification, we wish to achieve rigorous certification with a maximum use of modeling and simulation and a minimum use of testing.

As in Part I, we accomplish this model integration by using the seminorm property of diameters and triangulating between model and experiment. In particular, we can triangulate via \( F \) and upper-bound the McDiarmid diameter of \( \langle G \rangle \) as follows:

\[ D_{\langle G \rangle} \leq D_{\langle F \rangle} + D_{\langle G - F \rangle} \]  

(15)

The diameter \( D_{\langle F \rangle} \) may be regarded as a predicted averaged-model diameter, which furnishes a measure of the variability of the averaged-system as predicted by the model. The diameter \( D_{\langle G - F \rangle} \) may be regarded as an averaged modeling-error diameter, which supplies a measure of the discrepancy, or error, between model and experiment. The function \( F \) is a deterministic function with no unknown unknowns, and so \( \langle F \rangle \) involves averaging only with respect to the known but uncontrollable inputs \( V \). Again, in practice we approximate \( \langle F \rangle (X) \) by means of the empirical mean

\[ \langle F \rangle (X) \approx \mathbb{E}_x [F(X)] = \frac{1}{N} \sum_{i=1}^{N} F(X,V_i) \]  

(16)

where \( \{V_i\}_{i=1}^{N} \) are independent and identically distributed samples. The sample data \( V_i \) are chosen to match the sample data in the corresponding experimental evaluations of \( G \). Hence, by the monotonicity of the exponential bound with respect to the diameter, for any \( e^c > 0 \) the probability-of-failure bound (7) and the certification criterion (10) hold true with probability at least \( 1 - e^c \) provided that we redefine the system uncertainty as

\[ U = \sqrt{D_{\langle F \rangle}^2 + D_{\langle G - F \rangle}^2} \]  

(17)

If, in addition, an empirical mean is used to estimate the mean response of the system, the reduced margin remains as in (12) with a margin hit of the form (14) in which \( U \) is given by (17).

It follows from these theoretical developments that a system with known but uncontrollable and unknown unknowns can be rigorously certified once the mean performance \( \mathbb{E}[G] \), the predicted averaged-system diameter \( D_{\langle F \rangle} \), the averaged modeling-error diameter \( D_{\langle G - F \rangle} \), and the experimental-scatter diameter \( D_z \) are known. In particular, the total uncertainty \( U \) aggregates three types of uncertainties: the uncertainty in the performance of the system as predicted by the model, measured by \( D_{\langle F \rangle} \); the uncertainty due to the limited fidelity of the model, measured by \( D_{\langle G - F \rangle} \); and the uncertainty due to the scatter in the experimental data, as measured by \( D_z \). The predicted uncertainty \( D_{\langle F \rangle} \) is determined by exercising the model and may be regarded as the result of a nonlinear sensitivity analysis. In general, such predicted uncertainty by itself does not suffice for rigorous certification, as it does not account for the uncertainties due to the lack of fidelity of the model—the badness of the model—and uncertainties due to experimental scatter—the badness of the data. Evidently, numerous ad hoc measures of system sensitivity, model fidelity and experimental scatter can be contrived, and some of them might result in useful insights into uncertainties in system performance. What sets the present measures apart is that, together, they result in a rigorous upper bound on the probability of failure of the system and enable its rigorous certification.

2.4. Gaussian noise

The definition (5) of the experimental-scatter diameter as the maximum deviation from the averaged response may in some cases result in overly conservative upper bounds on the probability of failure. The upper bounds can be tightened if more information is known about the distribution of the experimental scatter. For instance, suppose that the scatter

\[ \rho(X,Z) = G(X,Z) - \langle G \rangle (X) \]  

(18)

is Gaussian. More precisely, we assume that \( \langle G \rangle (X) \) and \( \rho(X,Z) \) are independent and that \( \rho \) is a Gaussian random variable with variance \( \sigma^2 \). Note that, in particular, the scatter distribution is not compactly supported and the maximum-deviation definition (5) of the experimental-scatter diameter diverges. Then (cf. Theorem B.2, Appendix B), the bound (6) remains
valid with
\[ D_z = 2\sigma \] (19)
Thus, in the case of Gaussian noise, the experimental-scatter diameter equals twice the standard deviation of the noise.

3. Application to ballistic penetration

We proceed to demonstrate the feasibility and performance of the XDoD UQ protocol introduced in the foregoing by means of an application to terminal ballistics. The particular system under consideration consists of 6061-T6 aluminum plates struck spherical 440c stainless steel projectiles. The system's inputs are the plate thickness and impact velocity. For simplicity, we choose the perforation area as the sole performance measure of the system. The objective of the uncertainty quantification analysis is to certify the lethality of the projectile, i.e., that the projectile perforates the plate with high probability over a prespecified range of impact velocities and plate thicknesses.

3.1. Experimental facility and setup

All tests required for the determination of the modeling error diameter \( D_{(G-F)} \) were conducted at Caltech's Small Particle Hypervelocity Impact Range (SPHIR). This facility features a two-stage light gas gun with a 1.8 mm bore diameter launch tube, Fig. 1. The SPHIR facility and the experimental configuration considered in this study thus play several crucial roles as part of the uncertainty quantification analysis: they define the system to be certified and provide a specific and concrete realization of that system; the facility supplies the data-on-demand required for the computation of the modeling error diameter \( D_{(G-F)} \), cf. Section 3.4; and they provide an example of a system having uncontrollable inputs, namely, the impact velocity, and significant experimental scatter. A brief description of the facility follows for completeness.

3.1.1. Overall characteristics

Using 0.9 g of smokeless black powder propellant and helium or hydrogen gas at 150 psi pressure, the SPHIR facility is capable of producing mass-dependent velocities ranging from 2 to 10 km/s. Launch packages travel down a 3.6 m long flight tube into a 1 \( \times \) 1 \( \times \) 2 m target chamber. The flight tube and the target chamber operate with a residual air pressure of approximately 1 Torr. The mounting system for target plates clamps to an approximately 75 \( \times \) 25 mm area on the bottom edge of the target plate, leaving all other edges of the plate free. This mounting system enables the impact obliquity with respect to the target vertical axis to be adjusted. Impact obliquity is defined such that 0° corresponds to the target plate normal.

3.1.2. Experiment materials

In this work, 1.8 mm diameter 440c stainless steel spheres were used as impactors. Aluminum alloy 6061-T6 was selected as the target material. Large rectangular sheets of this alloy were first procured and then sheared into square target plates measuring 152 \( \times \) 152 mm in dimension. A range of target plate thicknesses was initially selected based upon the results of a series of initialization experiments. Specific plate thicknesses were selected based upon availability.

3.1.3. Range performance

The SPHIR facility was used to accelerate the spherical 22.7 mg 440c stainless steel impactors to impact speeds ranging from 1.8 km/s to 3.1 km/s. At these impact speeds, impact kinetic energies ranging from approximately 35–100 J were achieved. Given the estimated 3.5 kJ of energy provided by the 0.9 g of smokeless black powder, these impact kinetic energies represent a 1–2.8% launch efficiency.

An essential limitation of the SPHIR facility is that the impact speed is not precisely controllable. For any shot conducted in the SPHIR facility, control over the impactor velocity can only be achieved through selection of the mass and geometry of the launch package. However, even with careful control of the launch package properties and other firing parameters, there exists an inherent random variability in the resulting impact speed. Fig. 2b presents the cumulative probability distribution of the impact speeds obtained from a series of 56 experiments conducted with the considered steel sphere impactor and identical launching parameters. If the two low outlier points are excluded, the distribution appears to be uniformly distributed between 2 and 3 km/s, which suggests an equal probability of obtaining any velocity in this range. However, including all points, a Gaussian distribution provides a better fit with a mean of 2.49 km/s and a standard deviation of 0.25 km/s.

3.1.4. Velocimetry

A Photron SA-1 FASTCAM high-speed camera is used to capture images of the impact event with a view to obtaining accurate measurements of the velocity of the projectile. Given the requirements for resolution, this camera can be operated with a framing rate up to 200,000 frames per second. The Photron camera is mounted above the target chamber looking down through a porthole such that the projectile passes through its field of view en-route to the target. A mirror located below the impactor shot-line and positioned to allow the impact event on the target to be visible by the camera.
Fig. 1. Experimental set up. (a) General view of the Small Particle Hypervelocity Impact Range (SPHIR) Facility at Caltech. (b) 6061-T6 aluminum alloy target held in the evacuated chamber at the end of the gun barrel. (c) 440c stainless steel spherical projectiles and nylon sabots.

Fig. 2. (a) Target chamber configuration with Photron camera used to measure impactor speed. Impactor enters the target chamber from left through the flight tube. (b) The cumulative probability distribution of the impact speeds presented in figure 8, obtained for the 1.8 mm diameter 22.7 mg 440c stainless steel sphere impactor.
This setup is illustrated in Fig. 2. The Photron camera is triggered by a photo diode which is used to observe the impact flash on the target.

Application of the Photron camera to measure impact speed requires illumination of the impactor. However, given the small scale (1.8 mm) of the impactor and necessity of high framing rates for velocimetry accuracy, illumination of the impactor sphere is difficult. Furthermore, at this relatively low impact velocity, self-illumination of the impactor through ionization of the target chamber atmosphere is impractical. Consequently, to measure impactor speed, a 12.7 Micron thick Mylar sheet is placed in the camera field of view with its plane perpendicular to the velocity vector of the impactor. As the impactor passes through the Mylar, it produces a bright flash adequate for the camera to image. The thin Mylar sheet produces little or no damage to the steel ball at these perforation speeds. The Mylar sheet is located a fixed distance from the target and the impactor velocity is determined from this distance and the time-of-flight between the Mylar and target impact flashes. The uncertainty of the position of the Target and the Mylar is small, less than 3 mm; hence, the major uncertainty in the velocity measurement is determined primarily by the framing rate of the high-speed camera. With the framing rate of 200,000 fps used in this campaign, uncertainties in measured values of impact speed are on the order of 2%.

3.1.5. Initialization experiments

The selection of ranges for target thicknesses and obliquities considered in this UQ campaign first required an understanding of the ballistic limit behavior of the steel sphere impactor and aluminum target configuration. Here, the ballistic limit refers to the impact speed at which perforation is first achieved for a given target thickness and obliquity. A series of initialization experiments was conducted to determine the ballistic limit velocity for aluminum plates of varying thickness as a function of impact obliquity. Based on these experiments, a model was created to describe the ballistic limit velocity as a function of target thickness and impact obliquity. The ballistic limit model played an important role in the robust design of the system, e.g., in the selection of an impact velocity range resulting in large margin-to-uncertainty, or $M/U$, ratios.

3.1.6. Experimental results

Typical images of a perforated plate are shown in Fig. 3a. As in Part I, an Optimet MiniConoscan 3000 Conoscope system was used to measure post-mortem perforation areas. A typical image of a scanned surface of a perforated plate is shown in Fig. 3b. Selected perforation area data are also plotted in Fig. 4a as a function of projectile velocity for different plate thickness and incidence angles. In contrast to the system considered in Part I, the data now exhibit considerable scatter. This scatter is a consequence of the competition between two main perforation mechanisms that operate in the range of impact velocities under consideration, namely, petalling and plugging. Thus, near the ballistic limit perforation is dominated by the petalling mechanism, as radial cracks form and open under the impactor. This process is very sensitive to small changes in material properties or impact conditions and can therefore lead to variations in perforation area of more than 50% for nominally replicated experiments. As the impact velocity increases well above the ballistic limit, a shear plugging mechanism dominates the perforation resulting in the least amount of observed scatter.

3.1.7. A surrogate model

The feasibility of executing the DoD UQ protocol with experiments conducted in real time, i.e., simultaneously with the rest UQ analysis, has been assessed in Part I of this study. In this Part II, in order to facilitate the analysis and the assessment of different optimization algorithms, we have carried out all UQ analyses using a surrogate model of the SPHIR experimental facility. However, it bears emphasis that the use of surrogate models is not an essential part of the DoD or XDoD protocols and is adopted here as a matter of convenience. Indeed, as we shall see, the UQ analysis presented in Section 3.4 required 96 experiments (cf. Section 4) and, therefore, it could also have been done carrying out the experiments in real time.

The surrogate model is constructed in two steps. Firstly, we construct a deterministic surrogate that aims at fitting the mean response of the system. Secondly, we superimpose Gaussian noise on the deterministic model. Over the range of

![Fig. 3. Typical images of the perforated 6061-T6 aluminum plate: (a) impact face, (b) scanned profile.](image)
interest, namely, an impact velocity range \( v \in [2.4, 2.8] \) km s\(^{-1}\), a plate thickness range \( h \in [1.6, 3.2] \) mm and a plate obliquity range \( \alpha \in [0^\circ, 30^\circ] \), the mean perforation area (in mm\(^2\)) is well-described by the polynomial fit
\[
G_S(h, \alpha, v) = A_0 + a_0 h + b_0 h^2 + a_1 h + b_1 h^2
\]
where \( D = 1.778 \) mm is the diameter of the impactor and the remaining fitting constants are tabulated in Table 1.

An additive noise model is superimposed on the deterministic surrogate in order to account for the deviations of the system from the deterministic surrogate model \( G_S \). These deviations are essentially random in nature. The empirical cumulative distribution functions for the scatter \( G(h, \alpha, v) - G_S(h, \alpha, v) \), at the four corners of the thickness-obliquity operating range, are shown in Fig. 5. Interestingly, the statistical properties of the scatter are different in each of the four corners, particularly at high impact obliquity. However, the scatter for the complete four corners data set, which includes 29 experiments, is reasonably well represented by a normal distribution with mean \( \mu = -0.35 \) mm\(^2\) and standard deviation \( \sigma = 0.7 \) mm\(^2\). Therefore, the complete noisy surrogate model is
\[
G_{NS}(h, \alpha, v) = G_S(h, \alpha, v) + \mathcal{N}(\mu, \sigma)
\]
where \( \mathcal{N}(\mu, \sigma) \) denotes a normally distributed (Gaussian) random variable with mean \( \mu \) and standard deviation \( \sigma \).

It should be carefully noted that we do not claim that certification of \( G_{NS} \) is equivalent to certification of the experimental system \( G \), only that \( G_{NS} \) is a system that is qualitatively similar—in trend and in noisiness—to \( G \). Consequently, the XDoD UQ protocol can indeed be equivalently demonstrated based on either the experimental system \( G \) or its noisy surrogate \( G_{NS} \).

### 3.2. Computational model

All calculations are carried out using the Optimal-Transportation MeshFree (OTM) method of Li et al. (2010) extended to account for contact and fracture (cf. Schmidt et al., 2009) (cf. Part I, Section 3.2). A detailed description of the OTM terminal ballistic model employed in the present work may be found in Li et al. (2012). In all calculations, the materials for the target and projectile are described by means of J\(_2\)-viscoplasticity models with power-law hardening, rate-sensitivity and thermal softening (cf., e.g., Camacho and Ortiz, 1997; Yadav et al., 2001). Specifically, the rate-sensitivity law is assumed to be of the form for the target
\[
\dot{\varepsilon}^p = \dot{\varepsilon}_0^p \left( \frac{\sigma - \sigma_0}{\dot{\varepsilon}_0^p} \right)^m
\]
where \( \dot{\varepsilon}^p \) is the Mises effective plastic strain, \( \sigma \) is a Mises effective stress, \( T \) is the absolute temperature, \( \dot{\varepsilon}_0^p \) is a reference effective plastic-strain rate, \( \sigma_0 \) is a reference stress and \( m \) is the rate-sensitivity exponent. The critical stress for plastic...
yielding is assumed of the form

\[ \sigma_c(\varepsilon^p, T) = Y(T) \left[ 1 + \left( \frac{\varepsilon^p}{\varepsilon_0^p} \right)^{1/n} \right] \]  

(23)

where \( Y(T) \) is the yield stress, \( \varepsilon_0^p \) is a reference effective plastic strain, and \( n \) is the hardening exponent. Finally, the yield stress is assumed of the form

\[ Y(T) = \sigma_y \left( 1 - \frac{T-T_0}{T_m-T_0} \right)^l \]  

(24)

where \( \sigma_y \) is the yield stress at reference absolute temperature, \( T_0 \) and \( T_m \) is the reference and melting temperature, respectively, and \( l \) is the thermal softening exponent.

However, in a typical high-speed impact event, a power viscosity law with constant rate sensitivity is not adequate for structural steels (Marusich and Ortiz, 1995). The experimental stress–strain curves (Klopp et al., 1985; Clifton and Klopp, 1985; Tong et al., 1992) for the structural steels exhibit a transition at strain rates of the order of \( 10^5-10^6 \) s\(^{-1} \) which may be attained in the projectile during impact. The accurate modeling of this type of behavior is of the essence, since a high rate sensitivity in the projectile may lead to an elevation in stress which in turn can promote brittle fracture and result in bigger perforation areas. Therefore, the stepwise rate-sensitivity law (Marusich and Ortiz, 1995)

\[ \dot{\varepsilon}^p = \dot{\varepsilon}_0^p \frac{\sigma - \sigma_c(\varepsilon^p, T)}{\sigma_0} \]  

(25a)

\[ \dot{\varepsilon}^p = \left( \frac{\dot{\varepsilon}_0^p}{\dot{\varepsilon}_t} \right)^{m_2/m_1} \left( \frac{\sigma - \sigma_c(\varepsilon^p, T)}{\sigma_0} \right)^{m_2} \]  

if \( \dot{\varepsilon}^p \leq \dot{\varepsilon}_t \)

\[ \dot{\varepsilon}^p = \left( \frac{\dot{\varepsilon}_0^p}{\dot{\varepsilon}_t} \right)^{m_1/m_2-1} \left( \frac{\sigma - \sigma_c(\varepsilon^p, T)}{\sigma_0} \right)^{m_1} \]  

if \( \dot{\varepsilon}^p > \dot{\varepsilon}_t \)

(25b)

is employed for the projectile, where \( m_1 \) and \( m_2 \) are low and high strain rate sensitivity exponents and \( \dot{\varepsilon}_t \) is the threshold strain rate which separates the tow regimes, the other variables are the same as those in the constitutive relations of the target.

The elastic response for the projectile and target is assumed to be quadratic in the elastic logarithmic strains, with isotropic elastic coefficients depending linearly on temperature and vanishing at the melting temperature. The equation of state, which governs the volumetric response of the material, is assumed to be of the Mie-Gruneisen type.

Under ballistic impact conditions, the temperature increase experienced by the projectile/target may be significant, which necessitates the concurrent solution of the mechanical and thermal field equations. In this work we assume adiabatic heating, with heat generated due to plastic work only. Specifically, we compute the rate of heating per unit undeformed volume as

\[ S = \beta \dot{W}^p \]  

(26)

where \( \beta \) is the Taylor–Quinney coefficient and \( \dot{W}^p \) is the plastic power per unit deformed volume. The effect of the rate of adiabatic heating on ballistic performance has been investigated in Yadav et al. (2001). Higher-fidelity models of adiabatic
heating accounting for its dependence on deformation, deformation rate and temperature are available (Hodowany et al., 2000; Stainier and Ortiz, 2010; Yang et al., 2006), but such enhancements are beyond the scope of the present work. The material parameters have been chosen according to relevant literature (Yadav et al., 2001) and collected in Tables 2–4. The rate sensitivity behavior of Al6061-T6 at high strain rate above 10³ s⁻¹ is described by (Yadav et al., 1995).

Fig. 6 shows a snapshot at 3.0 µs of a calculation corresponding to an impact velocity \( v = 2.4 \text{ km/s} \), a plate thickness \( h = 2.286 \text{ mm} \), and plate obliquity \( \alpha = 0° \). Fig. 6a shows the nodal set color coded according to von-Mises stress, and Fig. 6b shows the material point set colored according to the local energy-release rate computed by means of the eigenfracture method (Schmidt et al., 2009). It is evident from these figures that the plate is defeated by a plugging mechanism accompanied by extensive plastic deformation in both the plate and the projectile. Indeed, as a result of adiabatic heating the plastic deformations localize to a cylindrical through-thickness shear band, Fig. 6a, and ductile fracture subsequently occurs along the shear band, Fig. 6b, resulting in the perforation of the plate.

A comparison between perforation areas computed from the velocity-averaged surrogate (surface) and OTM calculations (dots) are shown in Fig. 7 as a function of plate thickness and obliquity. Specifically, the surface in the figure is obtained by averaging the deterministic surrogate \( G_S(h,\alpha,v) \), Eq. (19), with respect to the impact velocity \( v \) assuming a uniform distribution over the range [2.4, 2.8] km/s. The OTM results are generated using random impact velocities sampled according to the same probability observed distribution. As may be seen from the figure, the OTM perforation areas capture the overall trend defined by the velocity-averaged deterministic surrogate.

### 3.3. Optimization and computation of diameters

The computation of diameters requires the solution of a global optimization problem over the operating range of the input parameters. Global search algorithms often require inordinately large numbers of iterations and function evaluations in order to find a global optimum. In Part I of this series, the lattice-Powell method (McKerns and Aivazis, 2010) is used as a fast algorithm to discover the global optima for a deterministic system with controllable inputs and small scatter. The lattice-Powell method utilizes parallel computing to simultaneously launch \( N \) Powell’s optimizers (Powell, 1989, 1994), each starting from different initial starting points in input parameter space. The lattice-Powell method effectively cuts down on the number of iterations to convergence, but the number function evaluations can explode as \( N \) is increased. The evaluation of a modeling-error diameter, such as \( DF_{c-G} \), requires an experiment \( G(X) \) to be performed at a set of input parameters determined by the optimizer, whenever a function evaluation is required by the optimizer. In Part I, we utilize a surrogate function \( G_S \) in lieu of \( G \) in order to obtain a good initial set of starting points for the evaluation of \( DF_{c-G} \), which greatly decreases the number of iterations to convergence and, consequently, the number of experiments required.

For systems with uncontrollable inputs and large scatter, such as considered in this Part II, the response function is not deterministic and the DoD UQ protocol of Part I needs to be modified accordingly, leading to the formulation of an extended XDoD UQ protocol. The main difference between the DoD and the XDoD protocols is that the former works with a deterministic response function and a deterministic model, \( G \) and \( F \), respectively, whereas the latter works with an averaged response function and an averaged model, \( \langle G \rangle \) and \( \langle F \rangle \), respectively. In the calculations presented in Section 3.4, the averaging is carried out by sampling, Eqs. (11), with sample size \( n \) chosen so as to render the sampling error

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical material constants for the plate.</td>
</tr>
<tr>
<td>( \rho ) (kg/m³)</td>
</tr>
<tr>
<td>2700</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical material constants for the projectile.</td>
</tr>
<tr>
<td>( \rho ) (kg/m³)</td>
</tr>
<tr>
<td>7650</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal constants.</td>
</tr>
<tr>
<td>Material</td>
</tr>
<tr>
<td>Al6061-T6</td>
</tr>
<tr>
<td>Stainless steel 440c</td>
</tr>
</tbody>
</table>
negligible. However, once the averaging with respect to uncontrollable inputs and experimental scatter is effected, resulting in the averaged functions $\langle G \rangle$ and $\langle F \rangle$, the calculation of the predicted averaged-system diameter $D_{\langle F \rangle}$ and averaged modeling-error diameter $D_{\langle G-F \rangle}$ is identical to the calculation of their deterministic counterparts $D_F$ and $D_{G-F}$, respectively, as discussed in Part I. As discussed in Section 3.1.7, in calculations we use a noisy surrogate $G_{NS}$ in lieu of $G$ and assume that the scatter is Gaussian (21) as a matter of convenience and for ease of assessing various optimization algorithms. In particular, in addition to the lattice-Powell algorithm we have assessed the performance of the buckshot-Powell algorithm. Buckshot-Powell is a variant on the lattice-Powell optimizer, where the starting points for the $N$
optimizers are selected at random from a uniform distribution over input parameter space, instead of starting the \( N \) optimizers on a regular grid. The buckshot-Powell algorithm introduces an additional element of randomness into the procedure through the choice of the initial starting points. While the number of iterations required for this method remains of the same order as that required by the lattice-Powell method, the number of function evaluations required is now randomized. In general, buckshot-Powell also performs similarly to lattice-Powell as regards the number of function evaluations.

3.4. UQ analysis

In this section, we apply the XDoD UQ protocol to the plate/projectile system defined in Section 3.1. We recall that this system consists of Al 6061-T6 plates struck at oblique incidence by 1.8 mm diameter 440c stainless steel spheres. We take the inputs to the system to be the plate thickness \( h \), the plate obliquity \( \alpha \) and the impact velocity \( v \). Within the experimental configuration adopted in this study, the impact velocity is uncontrollable and varies randomly according to an ostensibly uniform distribution between 2 and 3 km/s. The plate thickness is assumed to take values in the interval [90 mills, 125 mills] = \( E_h \), the plate obliquity in the interval \( \alpha \in [0°, 30°] = E_\alpha \) and the impact velocity in the interval [2.4 km/s, 2.8 km/s] = \( E_v \). No information other than their ranges \( E_h \) and \( E_v \) is presumed known regarding the distribution of the plate thickness and obliquity. The UQ analysis is carried out using the noisy surrogate (21) as fitted to experimental data acquired in Caltech’s Small Particle Hypervelocity Impact Range (SPHIR), cf. Section 3.1. All calculations employ the Optimal Transportation Meshfree (OTM) method (Li et al., 2010) extended to account for contact and fracture (Schmidt et al., 2009), cf. Section 3.2.

We recall (cf. Section 2) that, with probability \( 1 - \epsilon' \), the probability of failure of the system is bounded by (Theorem 2.1)

\[
P[G(h, \alpha, v, Z) = 0] \leq \exp \left( -2 \frac{M^2}{U^2} \right)
\]

where

\[
M = (\mathbb{E}_m[G] - a - \alpha)_+
\]

\[
U = \sqrt{(D_{\langle F \rangle} + D_{\langle G - F \rangle})^2 + D_{\langle F - G \rangle}^2}
\]

are the system margin and uncertainty, respectively,

\[
\mathbb{E}_m[G] = \frac{1}{m} \sum_{i=1}^{m} G(h_i, \alpha_i, v_i, Z_i)
\]

\[
\alpha = U \sqrt{\frac{1}{2m} \log \left( \frac{1}{\epsilon'} \right)}
\]

are the empirical mean obtained from experimental samples and the corresponding margin hit, respectively,

\[
\langle G \rangle(h, \alpha) = \frac{1}{n} \sum_{i=1}^{n} G(h_i, \alpha_i)
\]

\[
\langle F \rangle(h, \alpha) = \frac{1}{n} \sum_{i=1}^{n} F(h_i, \alpha_i)
\]

are the system response and model response averaged over the assumed operating range [2.4 km/s, 2.8 km/s] with respect to an impact velocity uniformly distributed over the interval [2 km/s, 3 km/s],

\[
D_{\langle F \rangle} = \sqrt{(D_{\langle F \rangle}^h)^2 + (D_{\langle F \rangle}^v)^2}
\]

\[
D_{\langle G - F \rangle} = \sqrt{(D_{\langle G - F \rangle}^h)^2 + (D_{\langle G - F \rangle}^v)^2}
\]

are the predicted averaged-system diameter and modeling-error diameter, respectively,

\[
D_{\langle F \rangle}^h = \sup_{h \in E_h} \left| \langle F \rangle(h, \alpha) - \langle F \rangle(h', \alpha) \right|
\]

\[
D_{\langle F \rangle}^v = \sup_{v \in E_v} \left| \langle F \rangle(h, \alpha) - \langle F \rangle(h, \alpha') \right|
\]

\[
D_{\langle G - F \rangle}^h = \sup_{h \in E_h} \left| \langle G - F \rangle(h, \alpha) - \langle G - F \rangle(h', \alpha) \right|
\]
are the corresponding subdiameters with respect to the plate thickness and plate obliquity, respectively. In calculations, the empirical means (29) is calculated using a sample of 50 points, and (30) using 10 points, i.e., \( m=50 \) and \( n=10 \). In all the preceding expressions, we use the noisy surrogate (21) in lieu of the experimental response \( G \) as a matter of convenience. By virtue of the Gaussian character of the noise in the surrogate model, the experimental-scatter diameter follows as:

\[
D_Z = 2\sigma
\]

where \( \sigma = 0.7 \text{ mm}^2 \) is the standard deviation of the experimental scatter.

We note that, owing to the simple structure of the noisy surrogate and the uniform distribution of the impact velocities we have, explicitly, \( \langle G_{\text{NS}}(h,x) \rangle = G_0(h,x,\mu) + \mu \), where \( \mu = 2.6 \text{ km/s} \) is the mean value of the impact velocity distribution and \( \mu = -0.35 \text{ mm}^2 \) is the mean value of the scatter. However, for purposes of assessing the general procedure in calculations we do not avail ourselves of these identities and directly use the empirical means defined in the foregoing.

The results of the UQ analysis are summarized in Table 5. The average perforation area over the chosen operating range, computed through an empirical mean based on a sample of size 50, is 11.17 mm\(^2\). The margin hit due to estimation of mean performance by an empirical mean is 1.5 mm\(^2\). The total averaged-model diameter \( D_{(F,G)} \), which measures the variability of the perforation area as predicted by the model, is computed to be 4.86 mm\(^2\), which is a substantial fraction of the average perforation area. Thus, the model predicts a substantial variation of the perforation area over the entire range of impact velocities and plate thicknesses. Likewise the total averaged modeling-error diameter \( D_{(F-G)} \), which measures the ‘badness’ of the model as compared with experiment, is computed to be 4.50 mm\(^2\), which is also a substantial fraction of the average perforation area. This relatively large value of the averaged modeling-error diameter \( D_{(F-G)} \) is indicative of systematic modeling errors. Finally, the experimental scatter diameter \( D_Z \), which measures extent of the scatter in the experimental data, is 3.89 mm\(^2\), which, while substantial, is smaller than both the averaged-model diameter and the averaged modeling-error diameter. The total perforation-area uncertainty is \( U = \sqrt{(D_{(F)} + D_{(F-G)})^2 + D_Z^2} = 10.13 \text{ mm}^2 \), whereas the total margin is \( M = (\mathbb{E}[G] - \mathbb{E})_+ = 9.67 \text{ mm}^2 \), which gives an \( M/U \) ratio, or confidence factor, of 0.95, or a probability-of-failure upper bound of 16.2%.

Evidently, the probability-of-failure upper bound thus computed is overly conservative. Several factors contribute to the laxity of the bound. Thus, the triangulation between model and experiment introduces a first element of conservatism. In order to estimate the loss of tightness due to this triangulation, we note that for the system under consideration it is possible to calculate directly the averaged-system diameter \( D_{(G)} \). The resulting subdiameters are \( D_{(G)}^0 = 4.52 \text{ mm}^2 \) and \( D_{(G)}^1 = 2.54 \text{ mm}^2 \), jointly giving a diameter \( D_{(G)} = 5.18 \text{ mm}^2 \). Evidently, this diameter is substantially smaller than the upper bound \( D_{(F)} + D_{(F-G)} = 9.36 \text{ mm}^2 \) delivered by the triangular inequality. Indeed, using \( D_{(G)} \) gives a total uncertainty \( U = \sqrt{D_{(G)}^2 + D_Z^2} = 6.48 \text{ mm}^2 \), substantially smaller than before, a confidence factor \( M/U = 1.4 \) and a probability-of-failure upper bound of 2%, also substantially smaller than before. Thus, much of the laxity of the triangulated probability-of-failure upper bound may be attributed to modeling error, which is found to be largest and of the order of 10% of the perforation area at low obliquity angles.

Tighter upper bounds on the probability of non-perforation can be systematically obtained, albeit at increasing experimental and computational cost, by partitioning the input parameter domain, as in Sullivan et al. (2011).
illustrate the partitioned analysis simply by bisecting the range for impact obliquity into two sub-ranges, [0°, 15°] and [15°, 30°], which we assume to be equiprobable; the other input parameter ranges are left unchanged. The McDiarmid diameters and empirical means of \( \langle F \rangle \) and \( \langle F - G \rangle \) are calculated as before on each of these two ranges. The probability of non-perforation then satisfies the upper bound

\[
P[G|h, x, v] \leq \sum_{i=1}^{2} P(A_i) \exp \left( - \frac{2(\langle G \rangle - \alpha_i)^2}{(D_{\langle F \rangle} + D_{\langle F - G \rangle} + D)^2} \right)
\]

where \( A_1 = [2.2 \text{ mm,} 3.2 \text{ mm}] \times [0°, 15°] \times [2.4 \text{ km/s,} 2.8 \text{ km/s}] \) and \( A_2 = [2.2 \text{ mm,} 3.2 \text{ mm}] \times [15°, 30°] \times [2.4 \text{ km/s,} 2.8 \text{ km/s}] \). This partitioned UQ analysis is summarized in Table 6. As may be seen from the table, a simple two-way partitioning of the obliquity range reduces the probability-of-failure upper bound from 16.2% to 8.95%. Indeed, Sullivan et al. (2011) have shown that a sequential bisection procedure generates a sequence of probability-of-failure upper bounds that converges to the exact probability of failure in the limit.

4. Summary and concluding remarks

The UQ case study presented in the foregoing is concerned with the assessment of the feasibility of an extended data-on-demand (XDoD) UQ protocol based on concentration-of-measure probability-of-failure inequalities and martingale theory. The XDoD UQ protocol extends the data-on-demand (DoD) UQ protocol presented in Part I of this series and enables consideration of systems with uncontrollable inputs and non-negligible experimental scatter. The assessment is based on an experimental configuration consisting of 6061-T6 aluminum plates struck spherical 440c stainless steel projectiles at ballistic impact speeds in the range of 2.4–2.8 km/s. The system’s inputs are the plate thickness, the plate obliqueness and impact velocity and, for simplicity, the perforation area is chosen as the sole performance measure of the system. The objective of the UQ analysis is to certify the lethality of the projectile, i.e., that the projectile perforates the plate with high probability over a prespecified range of impact velocities and plate thicknesses.

All the data used in the UQ analysis was acquired at Caltech’s Small Particle Hypervelocity Range (SPHIR), which houses a two-stage gas gun. A peculiarity of the SPHIR facility, which has partly provided impetus for the theoretical developments presented in this Part II, is that the impact velocity, while amenable to precise measurement, cannot be controlled precisely but varies randomly according to an ostensibly uniform probability density function. In addition, due to a competition between petalling and plugging mechanisms for the material system under consideration, the measured perforation area exhibits considerable scatter. The need to deal effectively with noisy data presents challenges that go beyond the simple DoD UQ protocol and motivates the extensions presented in this Part II.

All simulations in support of the UQ analysis were carried out using the Optimal-Transportation MeshFree (OTM) method (Li et al., 2010) extended to account for contact and fracture (Schmidt et al., 2009) in order to simulate terminal ballistics (cf. also Li et al., 2011). The materials are described by means of engineering viscoplasticity models with power-law hardening, rate-sensitivity and thermal softening combined with a Mie-Gruneisen equation of state. In order to capture the upturn in rate-sensitivity that is experimentally observed to occur in 440c stainless steel beyond a transition strain rate of 2 × 10^5 s^-1, we adopt a two-stage rate-sensitivity law (Marusich and Ortiz, 1995).

The calculation of all diameters was carried out using lattice-Powell’s method (Powell, 1989, 1994). The Powell calculations converged in the order of 8 iterations, requiring a total of 96 experiments, or 96 evaluations of the response function. As in Part I, the requisite number of experiments is within the realm of feasibility, especially considering that the

<table>
<thead>
<tr>
<th>Variable range</th>
<th>( x \in [0°, 15°] )</th>
<th>( x \in [15°, 30°] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model diameter ( D_{\langle G \rangle} )</td>
<td>Thickness</td>
<td>3.46 mm²</td>
</tr>
<tr>
<td></td>
<td>Obliquity</td>
<td>3.42 mm²</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4.86 mm²</td>
</tr>
<tr>
<td>Model diameter ( D_{\langle F \rangle} )</td>
<td>Thickness</td>
<td>3.52 mm²</td>
</tr>
<tr>
<td></td>
<td>Obliquity</td>
<td>2.62 mm²</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4.39 mm²</td>
</tr>
<tr>
<td></td>
<td>( D_{\langle F \rangle} + D_{\langle G \rangle} )</td>
<td>9.25 mm²</td>
</tr>
<tr>
<td>Empirical mean ( E_{\text{emp}}[G], m = 100 )</td>
<td>11.2 mm²</td>
<td>11.11 mm²</td>
</tr>
<tr>
<td>Margin hit ( x (c = 1%) )</td>
<td>1.59 mm²</td>
<td>1.1 mm²</td>
</tr>
<tr>
<td>Experimental scatter ( D_z )</td>
<td>3.89 mm²</td>
<td>1.79 mm²</td>
</tr>
<tr>
<td>Sub-PoF upper bound</td>
<td>0.96</td>
<td>1.39</td>
</tr>
<tr>
<td>PoF upper bound</td>
<td>15.8%</td>
<td>2.1%</td>
</tr>
</tbody>
</table>

Table 6

Summary of results from the partitioned UQ analysis of a spherical 440c stainless steel projectiles/6061-T6 aluminum plate system. Plate thicknesses are in the range [2.2 mm, 3.2 mm], obliquities in the range [0°, 30°] and impact velocities in the range [2.4 km/s, 2.8 km/s]. For purposes of the partitioned analysis, the obliquity range is partitioned into two sub-ranges, [0°, 15°] and [15°, 30°].
number of inputs is now 3 instead of 2. In general, the complexity of the analysis and the number of experiments required may be expected to scale with the number of parameters as the optimization algorithm used in the calculation of the diameters. If the modeling error function $G - F$ is sufficiently small and well-behaved, as expected from a high-fidelity model, rapidly convergent iterative algorithms should be applicable, resulting in polynomial complexity. Thus, the present UQ protocol, and specifically the quantification of uncertainties through diameters, is free of the curse of dimensionality that afflicts other methods, e.g., those based on direct sampling, which suffer from combinatorial complexity.

For the system under consideration, the net outcome of the model-based XDdO UQ analysis is a low confidence factor of $M/U = 0.95$, or a probability-of-failure upper bound of $16.2\%$. By contrast, an analysis based directly on test data gives a substantially higher confidence factor $M/U = 1.44$ and a substantially lower probability-of-failure upper bound of $2\%$. It bears emphasis that the main reason why the model-based analysis is lax is that the modeling error is high. This outcome is not entirely unexpected since the material constants used in the OTM calculations are of archival extraction and no effort has been made to calibrate the model. Given the large number of material constants and other model parameters, a modicum of calibration is likely to bring the model in closer alignment with experiment and lower the modeling-error diameter as a result. A more satisfactory approach would be to calibrate the model based on material data representative of the conditions of the experiment, which should likely result in a reduction of the modeling-error diameter.

These improvements notwithstanding, a systematic reduction of modeling errors invariably necessitates the formulation of higher-fidelity models. Indeed, the simple engineering models employed in the present analysis are amenable to a number of improvements. Thus, the experimental evidence is suggestive of melting around the perforation of the plate, an effect whose modeling requires more accurate accounting of thermal effects and phase transitions than considered in the present work. Another effect that calls for higher-fidelity modeling is the fragmentation of the projectile. Thus, within the range of the UQ analysis, the fracture of the stainless steel 440c projectile undergoes a transition from ductile to brittle. Despite the two-stage power-law adopted to described the rate-sensitivity of the material, the ductile-to-brittle transition is not sufficiently well-captured by the model. Multiscale models suggest themselves as an avenue for systematically improving on the fidelity of material models, albeit often at the expense of considerable added computational cost.

Another source of over-conservatism stems from the reliance on the simple McDiarmid bound. On way of improving on this bound is by recourse to the partitioned UQ analysis of Sullivan et al. (2011). In this approach, the domain of the input parameters is partitioned recursively and local McDiarmid bounds are computed for each partition. The method generates a sequence of bounds that converges from above to the exact probability-of-failure of the system. In this manner, the probability-of-failure bounds can be rendered as tight as desired, albeit at a concomitant increase in the computational and experimental effort. Another avenue for tightening the bounds is by recourse to optimal uncertainty quantification (OUQ) (Owhadi et al., 2010). Thus, the fact that McDiarmid’s inequality is not the tightest bound that can be constructed from diameters and mean performance values has already noted in Part I of this series, where optimal bounds are also given.
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Appendix A. A theorem from martingale theory

For completeness, we include in this section the main result from martingale theory from which Theorem 2.1 is derived. The theorem follows directly from Theorem 2.3 of McDiarmid (1997) (we also refer to the Theorem (6.7) and corollary (6.9) of McDiarmid, 1989b).

**Theorem A.1.** Let $\mathcal{F}_0 \subseteq \mathcal{F}_1 \subseteq \cdots \subseteq \mathcal{F}_n$ be a filtration where $\mathcal{F}_0$ is the trivial $\sigma$-algebra. Let the integrable random variable $V$ be $\mathcal{F}_n$-measurable, and let $V_0, V_1, \ldots, V_n$ be the martingale obtained by setting $V_k := E[V | \mathcal{F}_k]$. Suppose that for each $k = 1, \ldots, n$ there are constants $a_k, b_k$, such that we have $a_k \leq V_k - V_{k-1} \leq b_k$. Then, for any $t > 0$, we have $P$-almost surely,

$$P[V_n - E[V] \geq t] \leq \exp \left( -\frac{t^2}{\sum_{k=1}^{n} (b_k - a_k)^2} \right)$$

(A.1)

and

$$P[V_n - E[V] \leq -t] \leq \exp \left( -\frac{t^2}{\sum_{k=1}^{n} (b_k - a_k)^2} \right)$$

(A.2)

Let $G$ be a function of the random vector $X := (X_1, \ldots, X_N)$. Choosing $V = G(X_1, \ldots, X_N)$ and $\mathcal{F}_k := \sigma(X_1, \ldots, X_N)$ we obtain, as an application of Theorem A.1, that, if for each $k = 1, \ldots, N$ there are constants $a_k, b_k$, such that we have $a_k \leq E$
Let \( X \) be a real-valued random variable with

\[
E[X] = \mu \quad \text{and} \quad a \leq X \leq b
\]

where \( a \) and \( b \) are constants. Then, for any \( h \in \mathbb{R} \)

\[
E[e^{hX}] \leq \frac{b - \mu}{b - a} e^{ha} + \frac{\mu - b}{b - a} e^{hb} \leq e^{h\mu} \exp \left( \frac{1}{8} h^2 (b-a)^2 \right)
\]

(B.1)

Recall that we denote by \( \langle G \rangle(X) \) the probability average of \( G(X) \) with respect to \( Z \), and by \( \rho(X,Z) \) the scatter function (18). Then, we have the following.

**Theorem B.2.** Suppose that \( \langle G \rangle(X) \) and \( \rho \) are independent and that \( \rho \) is a Gaussian random variable with variance \( \sigma^2 \). Then,

\[
\mathbb{P}[G(X,Z) \geq r] \leq \exp \left( -2 \frac{(r-\mathbb{E}[G])^2}{D^2_{\langle G \rangle} + 4\sigma^2} \right)
\]

(B.2)

and

\[
\mathbb{P}[G(X,Z) \leq r] \leq \exp \left( -2 \frac{(\mathbb{E}[G] - r)^2}{D^2_{\langle G \rangle} + 4\sigma^2} \right)
\]

(B.3)

**Proof.** Theorem B.2 follows from a simple modification of the proof of the martingale concentration inequality (McDiarmid, 1997). Using the notations of Theorem A.1, we let \( \mathcal{F}_0 \) be the trivial \( \sigma \)-algebra, \( \mathcal{F}_k \) the \( \sigma \)-algebra generated by \( X_1, \ldots, X_k \) \((1 \leq k \leq N)\) and \( \mathcal{F}_{N+1} \) the \( \sigma \)-algebra generated by \( X_1, \ldots, X_{N+1} \). We introduce the martingale defined by

\[
V_k = \mathbb{E}[G(X,Z) \mid \mathcal{F}_k]
\]

for \( k=0,\ldots,N+1 \). From Markov’s inequality we have, for \( h > 0 \),

\[
\mathbb{P}[V_{N+1} - \mathbb{E}[V_{N+1}] \geq r] \leq e^{-hr} \mathbb{E}[\exp(h(V_{N+1} - \mathbb{E}[V_{N+1}]))]
\]

(B.5)

Since \( \mathcal{F}_k \) is a filtration,

\[
\mathbb{E}[\exp(h(V_{N+1} - \mathbb{E}[V_{N+1}]))] = \mathbb{E}[e^{hV_{N+1}-\mathbb{E}[V_{N+1}]nk} \mathbb{E}[e^{h(V_{N+1} - V_n)} \mid \mathcal{F}_N]]
\]

(B.6)

Since \( V_{N+1} - V_N = \rho \) is a Gaussian of variance \( \sigma^2 \) independent from \( \mathcal{F}_N \), we have

\[
\mathbb{E}[e^{h(V_{N+1} - V_n)} \mid \mathcal{F}_N] = \mathbb{E}[e^{h\rho}] = \exp \left( \frac{1}{2} h^2 \sigma^2 \right)
\]

(B.7)

Hence

\[
\mathbb{P}[V_{N+1} - \mathbb{E}[V_{N+1}] \geq r] \leq e^{-hr + 1/2h^2 \sigma^2} \mathbb{E}[\exp(h(V_N - \mathbb{E}[V_N+1]))]
\]

(B.8)

Similarly,

\[
\mathbb{E}[\exp(h(V_N - \mathbb{E}[V_{N+1}]))] = \mathbb{E}[e^{h(V_{N+1} - \mathbb{E}[V_{N+1}])} \mathbb{E}[e^{h(V_N - V_{N+1})} \mid \mathcal{F}_{N-1}]]
\]

(B.9)

By Lemma B.1, using the notations of Theorem A.1, we have \( \mathbb{P} \)-almost surely,

\[
\mathbb{E}[e^{h(V_{N+1} - V_n)} \mid \mathcal{F}_{N-1}] \leq \exp \left( \frac{1}{8} h^2 (b_n - a_n)^2 \right)
\]

(B.10)

It then follows that

\[
\mathbb{P}[V_{N+1} - \mathbb{E}[V_{N+1}] \geq r] \leq e^{-hr + 1/8h^2 (b_N - a_N)^2} \mathbb{E}[\exp(h(V_N - \mathbb{E}[V_{N+1}]))]
\]

(B.11)

Appendix B. The experimental-scatter diameter in the Gaussian case

The following theorem addresses the case of Gaussian experimental scatter and provides an appropriate working definition of the experimental-scatter diameter. We start by recalling the following lemma from Hoeffding (1963), cf. also Lemma 3.2 of McDiarmid (1997).

**Lemma B.1.** Let \( X \) be a real-valued random variable with \( E[X] = \mu \) and \( a \leq X \leq b \) where \( a \) and \( b \) are constants. Then, for any \( h \in \mathbb{R} \),

\[
E[e^{hX}] \leq \frac{b - \mu}{b - a} e^{ha} + \frac{\mu - b}{b - a} e^{hb} \leq e^{h\mu} \exp \left( \frac{1}{8} h^2 (b-a)^2 \right)
\]

(B.1)
By induction,\
\[ P[V_{N+1} - \mathbb{E}[V_{N+1}]] \leq e^{-hr} \frac{1}{8r^2} \left( 4s^2 + \sum_{k=1}^{N} (b_k - a_k)^2 \right) \]  
\[ (B.12) \]

The proof of (B.2) follows by taking \( h = 4r/(4s^2 + \sum_{k=1}^{N} (b_k - a_k)^2) \) and observing that \( \sum_{k=1}^{N} (b_k - a_k)^2 = D_{C,G}^2 \) and that \( V_{N+1} = G(X,Z) \). \( \square \)
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