Numerical homogenization of the acoustic wave equations with a continuum of scales
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1. Introduction

Let \( \Omega \) be a bounded and convex domain of class \( C^2 \) of \( \mathbb{R}^2 \). Let \( T > 0 \). Consider the following acoustic wave equation:

\[
\begin{align*}
K^{-1}(x) c_0^2 u &= \text{div}(\rho^{-1}(x) \nabla u(x, t)) + g \quad \text{in } \Omega \times (0, T), \\
u(x, t) &= 0 \quad \text{for } (x, t) \in \partial \Omega \times (0, T), \\
u(x, t) &= u(x, 0) \quad \text{for } (x, t) \in \Omega \times \{t = 0\}, \\
\partial_t u(x, t) &= \partial_t u(x, 0) \quad \text{for } (x, t) \in \Omega \times \{t = 0\}.
\end{align*}
\]

Write \( \Omega_t := \Omega \times (0, T) \) and \( a := \rho^{-1} \). We assume \( a \) is a uniformly elliptic \( 2 \times 2 \) symmetric matrix on \( \Omega \) whose entries are bounded and measurable. There exists \( 0 < a_{\min} \leq a_{\max} \), such that \( \forall \xi \in \mathbb{R}^2, \|\xi\| = 1, a_{\min} \leq \langle a(x) \xi, \xi \rangle \leq a_{\max}, \forall x \in \Omega \). \( K \) is a scalar such that \( K_{\min} \leq K \leq K_{\max}, \forall x \in \Omega_t \).

Eq. (1.1) can be used to model wave propagation in heterogeneous media. It is important in many applications such as geophysics, seismology, and electromagnetics [6,9,31,33]. In geophysical and seismic prospecting, \( K \) stands for the bulk modulus, \( \rho \) the density, and \( u \) the unknown pressure. The velocity \( c \) and acoustic impedance \( \sigma \) are given by \( c = \sqrt{K/\rho} \) and \( \sigma = \sqrt{K\rho} \).

Wave propagation in heterogeneous media involves many different spatial scales. Even with modern state-of-the-art supercomputers, a direct simulation of the highly heterogeneous media is often difficult if not impossible. That is why we want to use multi-scale methods to solve (1.1) on the coarse spatial scales. More precisely, we want to know how to transfer information from fine scales to coarse scales, and how to use the information obtained to solve the coarse scale problem with much fewer degrees of freedom. We often refer this procedure as numerical homogenization or numerical upsampling.

The idea of using oscillating test functions in relation to homogenization can be backtracked to the work of Murat and Tartar on homogenization and H-convergence, in particular we refer to [27,32] (recall also that the framework of H-convergence is independent from ergodicity or scale separation assumptions). The implementation and practical application of oscillating test functions in finite element based numerical homogenization have been called multi-scale finite element methods (MsFEM) and have been studied by numerous authors [3,7,13,16,21]. On the other hand, numerical schemes have been developed to solve the acoustic wave equation with discontinuous coefficients, for example in [9] by nonconforming finite element method and in [6] by domain
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decomposition. Recently, numerical homogenization or numerical upscaling methods such as [33] are proposed for wave equation with heterogeneous coefficients.

The finite element method in this paper is closer in spirit to the work of Hou and Wu [21] and Allaire and Brizzi [3]. It is based on a technique first introduced in [29] for elliptic equations and extended in [28] to parabolic equations characterized by a continuum of scales in space and time. The main difference lies in the fact that, instead of solving a local cell problem to get a basis function as in MsFEM (Multi-scale finite element method) or to calculate effective media property as in upscaling method [15], we use a global change of coordinates. The global change of coordinates allows to avoid the so called cell resonance problem and obtain a scheme converging in situations where the medium has no separation between scales. This makes our method amenable to problems with strongly non-local media, such as high conductivity channels.

We use a composition rule to construct the finite element space. I. Babuška et al. introduced the so called “change of variable” technique [7] in the general setting of partition of unity method (PUM) with p-version of finite elements. Through this change of variable, the original problem is mapped into a new one which can be better approximated. Allaire and Brizzi [3] introduced the composition rule in the multi-scale finite element formulation, and have observed that a multi-scale finite element method with higher order Lagrange polynomials has a higher accuracy.

The main difference with parabolic equations [28] lies in the fact that with hyperbolic equations, energy is conserved and after homogenization there is no hope of recovering the energy (or information) lying in the highest frequencies. However when the medium is highly heterogeneous the eigenfunctions associated to the highest frequencies are localized, thus energy is mainly transported by the lowest frequencies. That is why, when one is only interested in the large scale transport of energy it is natural to approximate the solutions of (1.1) by the solutions of an homogeneous operator. For localization of waves in heterogeneous media, we refer to [4,24,30].

This paper is organized as follows. In the next section, we present the formulation of the mathematical problem and numerical methods, and also show main results. In Section 3, we will give the detailed proof and explanation of the results in Section 2. In Section 4, we present several numerical examples and conclusions.

2. Main results

In general, the approximation power of finite element method is subject to the best approximation for an exact solution with respect to the finite element space. Therefore, we require smoothness of the solution to prove convergence theorems. That is one of the reasons why standard methods are not applicable for problems with heterogeneous media. For example, in (1.1), we only have $u \in L^2(0,T,H^1(\Omega))$, and we can not gain anything if we approximate the solution with usual $C^0$ or $C^1$ finite element basis. However, as in [29], we can find harmonic coordinates which the solution of the wave equation is smoothly dependent on, which is the so-called compensation phenomena.

2.1. Compensation phenomena

We will focus on space dimension $n = 2$. The extension to higher dimension is straightforward conditioned on the stability of $\sigma$. Let $F := (F_1, F_2)$ be the harmonic coordinates satisfying
\[
\{ \begin{align*}
\text{div} \sqrt{F} \nabla F &= 0 \quad \text{in } \Omega, \\
F(x) &= x \quad \text{on } \partial \Omega.
\end{align*}
\] (2.1)

Let $\sigma := i \nabla F \nabla F$ and
\[
\mu_\sigma := \mathop{\text{esssup}}_{x \in \Omega} \left( \frac{\lambda_{\max}(\sigma(x))}{\lambda_{\min}(\sigma(x))} \right).
\] (2.2)

Condition 2.1. $\sigma$ satisfies Cordes type condition if: $\mu_\sigma < \infty$ and $(\text{Trace}(\sigma))^{-1} \in L^\infty(\Omega)$.

Remark 2.1. If $F$ is a quasiregular mapping, i.e., the dilation quotient (the ratio of maximal to minimal singular values of the Jacobi matrix) is bounded, Cordes type Condition 2.1 is satisfied [2]. An invertible quasiregular mapping is called quasiconformal. In [2] and references therein, invertibility of $F$ is proved for $a \in L^\infty(\Omega)$. Some sufficient conditions for $F$ being quasiconformal were also given, for example, $\det(a)$ is locally H"older continuous. Unfortunately, a counterexample with checkerboard structure was proposed, and it can be shown that $\mu_\sigma$ is unbounded at the intersecting point, which is known in mechanics as stress concentration.

Thus, we will show that as a solution technique, the numerical methods proposed in this paper also works for the cases with stress concentration.

Let $L^2(0,T;H^1_0(\Omega))$ be the Sobolev space associated to the norm
\[
\|v\|^2_{L^2(0,T;H^1_0(\Omega))} := \int_0^T \|v(t)\|^2_{H^1_0(\Omega)} \, dt.
\] (2.3)

Also, we define the norm of the space $L^\infty(0,T,H^1(\Omega))$ by
\[
\|v\|^2_{L^\infty(0,T,H^1(\Omega))} = \mathop{\text{esssup}}_{0 \leq t \leq T} \left( \int_{\Omega} \sum_{i,j} (\partial_i \partial_j v(x,t))^2 \, dx \right)^{\frac{1}{2}}.
\] (2.4)

We require the right hand side $g$, initial value $u(x,0)$ and $u_t(x,0)$ to be smooth enough, which is a reasonable assumption in many applications. For example, we can make the following assumptions:

Assumption 2.1. Assume that the $g$ satisfies $\partial_t g \in L^1(\Omega_t)$, $g \in L^\infty(0,T,L^2(\Omega))$, initial data $u(x,0)$ and $u_t(x,0)$ satisfy $\partial_t u(x,0) \in H^1(\Omega)$ and $\nabla u(x) \nabla u(x,0) \in L^2(\Omega)$ or equivalently $\partial_t^2 u(x,0) \in L^2(\Omega)$.

We have the following compensation theorem:

Theorem 2.1. Suppose that Cordes Condition 2.1 and Assumption 2.1 hold, then $u \circ F^{-1} \in L^\infty(0,T,H^1(\Omega))$ and
\[
\|u \circ F^{-1}\|^2_{L^\infty(0,T,H^1(\Omega))} \leq C (\|g\|^2_{L^\infty(0,T,L^2(\Omega))} + \|\partial_t g\|^2_{L^2(\Omega_t)}) + \|\partial_t u(x,0)\|^2_{H^1(\Omega)} + \|\partial_t^2 u(x,0)\|^2_{L^2(\Omega)}).
\] (2.5)

The constant $C$ can be written as
\[
C = C(n, \Omega, K_{\min}, K_{\max}, a_{\min}, a_{\max}) \mu_\sigma \|\text{Trace}(\sigma)\|^{-1} \in L^\infty(\Omega).
\] (2.6)

Remark 2.2. We have gained one more order of integrability in the harmonic coordinates since in general $u \in L^\infty(0,T,H^1(\Omega))$. The condition $g \in L^2(\Omega_t)$ is sufficient to obtain Theorem 2.1 and the following theorems. For the sake of clarity we have preferred to restrict ourselves to $g \in L^\infty(0,T,L^2(\Omega))$.

2.2. Numerical homogenization in space

Suppose we have a quasiconformal mesh. Let $X^h$ be a finite dimensional subspace of $H^1_0(\Omega) \cap H^1(\Omega)$ with the following approximation properties: There exists a constant $C_h$ such that

- Interpolation property, i.e., for all $f \in H^2(\Omega) \cap H^1_0(\Omega)$
  \[
  \inf_{v \in X^h} \|f - v\|^2_{L^2(\Omega)} \leq C_h \|f\|^2_{H^2(\Omega)}.
  \] (2.7)

- Inverse Sobolev inequality, i.e., for all $v \in X^h$
  \[
  \|v\|^2_{H^1(\Omega)} \leq C_h^{-1} \|v\|^2_{L^2(\Omega)}.
  \] (2.8)
\[ \| v \|_{u_h(\Omega)} \leq C h^{-1} \| v \|_{L^2(\Omega)}. \] \tag{2.9}

These properties are known to be satisfied when \( X_h \) is a \( C^1 \) finite element space. One possibility is to use weighted extended B-splines (WEB) method developed by Höllig in [19,20], these elements are in general \( C^1 \)-continuous. They are obtained from tensor products of one dimensional B-spline elements. The homogeneous Dirichlet boundary condition is satisfied by multiplying the basis functions with a smooth weight function \( \omega \) which satisfies \( \omega = 0 \) at the boundary.

Write the solution space \( V_h \) as
\[ V_h := \{ \varphi \circ F(x) : \varphi \in \mathcal{X} \}. \tag{2.10} \]

**Remark 2.3.** We prove all the following theoretical results using exact \( F \), however, in the numerical implementations, we have to compute a discrete solution \( F_h \) on a fine mesh of size \( h' \) to approximate \( F \). We always assume that \( h' \ll h \), namely, \( h' \) is the size of fine mesh and \( h \) is the size of coarse mesh. In [3], Allaire and Brizzi proved the convergence of multi-scale finite element method with respect to the discrete map \( F_h \) in the periodic case using asymptotic expansion, as well as some regularity assumptions requiring the mappings \( F_i \) and \( F_p \) smooth enough. However, in the general case, neither the tool of asymptotic expansion nor smoothness assumption is available, which makes a complete justification more difficult. Some discussions and further suggestions for similar problems in the context of variational mesh generation can be found in [18]. Another problem is, although \( F \) is guaranteed to be invertible, \( F \) is not. Fortunately, this can be relieved if \( F \) is solved by piecewise linear finite element and the mesh only has non-obtuse-angled triangles [17].

We use the following notation:
\[ a(v, w) := \int_\Omega \nabla v(x) \cdot \nabla w(x) \, dx. \tag{2.11} \]

For \( v \in H^1_0(\Omega) \) write \( \mathcal{R}_0 \) the Ritz-Galerkin projection of \( v \) on \( V_h \) with respect to the bilinear operator \( a(\cdot, \cdot) \), i.e., the unique element of \( V_h \) such that for all \( w \in V_h \),
\[ a(v, w) = 0. \tag{2.12} \]

Define \( Y^0_h \) the subspace of \( L^2(0, T; H^1_0(\Omega)) \) as
\[ Y^0_h := \{ v \in L^2(0, T; H^1_0(\Omega)) : v(x, t) \in V_h, \forall t \in [0, T] \}. \tag{2.13} \]

Write \( u_h \) the solution in \( Y^0_h \) of the following system of ordinary differential equations:
\[ \begin{align*}
K^{-1} \psi(x) + \frac{\partial}{\partial t} u_h(x, t) + \frac{\partial}{\partial x} w(x, t) = 0, & \quad \psi(x) = 0, \quad \psi \in V_h, \\
K^{-1} \psi(x) + \frac{\partial}{\partial t} u_h(x, t) + \frac{\partial}{\partial x} w(x, t) = 0, & \quad \psi(x) = 0, \quad u_h(x, 0) = \psi(x) = 0.
\end{align*} \tag{2.14} \]

The following theorem shows the error estimate of the semi-discrete solution. We need more smoothness on the forcing term \( g \) and the initial data than **Assumption 2.1** to guarantee the \( O(h) \) convergence of the scheme (2.14). On the other hand, we can see that even if \( g \) and all the initial data are smooth, with general conductivity matrix \( a(x) \), we can merely expect \( u \in L^2(0, T; H^1(\Omega)) \) instead of the improved regularity \( L^\infty(0, T; H^2(\Omega)) \) in the harmonic coordinates, and the convergence rates will deteriorate for the conventional finite elements.

**Assumption 2.2.** Assume that the forcing term \( g \) satisfies
\[ \tilde{c}_g^2 \mathcal{S} \in L^2(\Omega), \quad \tilde{c}_g \in L^\infty(0, T, L^2(\Omega)), \]

From now on we will always suppose without explicitly mentioning that **Assumption 2.2** is satisfied in the discussion of numerical homogenization method.

**Theorem 2.2.** Suppose that \( C_0 \) and \( C_1 \) are given, then we have
\[ \| \tilde{c}_g \|_{L^2(\Omega)} \leq C \left( \| f \|_{L^2(\Omega)} + \| u \|_{L^2(\Omega)} + \| u(x, 0) \|_{L^2(\Omega)} \right). \tag{2.15} \]

The constant \( C \) depends on \( C_0, \Omega, \mu, \kappa, \kappa, a H, a_\min, a_\max, \text{ and } \| (\text{Trace}[\sigma])^{-1} \|_{L^\infty(\Omega)}. \)

**Remark 2.4.** In the numerical implementation, the real solution space is \( \mathcal{V}^{h^k} := \{ \varphi \circ F_h(x) : \varphi \in \mathcal{X} \} \). Let \( \mathcal{V}^{h^k} \) be the solution space of (2.14) with the solution space \( V_h \) replaced by \( \mathcal{V}^{h^k} \). The error analysis for \( u - u_h \) can be made separately for two parts, \( u - u_h \) and \( \varphi - \varphi_h \). We can use a perturbation argument to estimate \( u_h - u_h \).

Let \( \mathcal{X} \) be a discretization of \( \mathcal{X} \). Write explicit space \( Z^0_h \) as such that
\[ Z^0_h = \left\{ u \in L^2(0, T; H^1_0(\Omega)) : \| u \|_{L^2(0, T; H^1_0(\Omega))} \leq C \right\}. \tag{2.16} \]

Let test space \( U^0_h \) be the subspace of \( Y^0_h \) such that
\[ U^0_h = \left\{ \psi \in Y^0_h : \psi(x, t) = \sum_i d_i \varphi_i(F(x)), \quad d_i \text{ are constant on } [0, T] \right\}. \tag{2.17} \]

Write \( \psi \) the solution in \( Z^0_h \) of the following system of implicit weak formulation: for \( n \in \{ 0, \ldots, M-1 \} \), and let \( \psi \in U^0_h \)
\[ (K^{-1} \psi, \partial_t \psi)(t_{n+1}) = (K^{-1} \psi, \partial_t \psi)(t_n) + \int_{t_n}^{t_{n+1}} (K^{-1} \partial_t \psi, \partial_t \psi) - \int_{t_n}^{t_{n+1}} a(\psi, \psi) \, dt + \int_{t_n}^{t_{n+1}} (\psi, a). \tag{2.18} \]

In Eq. (2.18), \( \partial_t \psi \) stands for \( \lim \psi(t) - \psi(t_0) \). Once we know the values of \( \psi_n \) and \( \psi_{n+1} \), then (2.18) is a linear system for the unknown coefficients of \( \partial_t \psi \) in \( \mathcal{X} \). By continuity of \( \psi \\). In this case, we can obtain \( \psi(t_{n+1}) \) by
\[ \psi(t_{n+1}) = \psi(t_n) + \int_{t_n}^{t_{n+1}} (\psi, a) + \psi(t_n). \tag{2.19} \]

The following **Theorem 2.3** shows the stability of the implicit scheme (2.18):

**Theorem 2.3.** Suppose that \( C_0 \) and \( C_1 \) are given, then we have
\[ \| \psi(t_n) - \psi(t_{n+1}) \|_{L^2(\Omega)} \leq C \left( \| f \|_{L^2(\Omega)} + \| u \|_{L^2(\Omega)} + \| u(x, 0) \|_{L^2(\Omega)} \right). \tag{2.20} \]
Theorem 2.4. Suppose that Cordes Condition 2.1 and Assumption 2.2 hold, we have
\[ ||(\bar{\partial} u - \bar{u})||^2_{L^2(\Omega)} + ||(u - u_h)(\cdot, T)||^2_{H^1(\Omega)} \leq C(T, K_{\text{max}}, \mu, \nu, \sigma) \]
\[ + \frac{1}{2} ||d||^2_{L^2(\Omega)} + ||\bar{u}||^2_{L^2(\Omega)} + ||\bar{u}||^2_{L^2(\Omega)} + ||\bar{u}||^2_{L^2(\Omega)}. \]  
(2.21)

The constant C depends on C_{X}, T, a_{\text{min}}, a_{\text{max}}, K_{\text{min}}, K_{\text{max}}, \mu, \nu, \sigma, a_{\text{min}}, a_{\text{max}}.

3. Proofs

The proofs are organized into three subsections corresponding to the three subsections of Section 2.

3.1. Compensation phenomena: proof of Theorem 2.1

Lemma 3.1. We have
\[ ||(\bar{\partial} u)^2||^2_{L^2(\Omega)} + a(\bar{u})||u||^2_{L^2(\Omega)} \leq C(T, K_{\text{max}}, \mu, \nu) \times \]
\[ \left( ||\bar{u}||^2_{H^1(\Omega)} + ||\bar{u}||^2_{H^1(\Omega)} + ||\bar{u}||^2_{H^1(\Omega)} \right). \]  
(3.1)

Proof. In case a is smooth, differentiating (1.1) with respect to t, we have
\[ K^{-1} \partial_t^2 u - \text{div} \partial_t u = \partial_r g. \]  
(3.2)

multiplying by \partial_t^2 u, and integrating over \Omega, we obtain that
\[ \frac{1}{2} \frac{d}{dt} \left( ||K^{-1} \partial_t^2 u||^2_{L^2(\Omega)} \right) + \frac{1}{2} \frac{d}{dt} a(\bar{u}) = (\partial_r g, \partial_t^2 u)_{L^2(\Omega)}. \]  
(3.3)

Integrating the latter equation with respect to t and using Cauchy–Schwarz inequality we obtain that
\[ \left( K^{-1} \partial_t^2 u \right)_{L^2(\Omega)} + a(\bar{u})||u||^2_{L^2(\Omega)} \leq \left( K^{-1} \partial_t^2 u \right)_{L^2(\Omega)} + a(\bar{u}) ||u||^2_{L^2(\Omega)} + ||\bar{u}||^2_{L^2(\Omega)} + ||\bar{u}||^2_{L^2(\Omega)}. \]  
(3.4)

Consider the following differential inequality, suppose that A is constant, B(t) > 0 and non-decreasing, X(t) > 0 and X(t) is continuous with respect to t
\[ X(t) \leq A + B(t) \int_0^t X(s) \text{d}s \].
(3.5)

Write Y(t) = \sup_{0 \leq s \leq t} X(s), one has
\[ X(t) \leq A + B(t) t^2 \int_0^t Y(s) \text{d}s \leq A + \frac{B(t) t^2 + Y(t)}{2}. \]  
(3.6)

Take the supremum of both sides over t \in [0, T], we have
\[ Y(T) \leq 2A + B(T) T^2. \]  
(3.7)

It follows that
\[ ||(\bar{\partial} u)^2||^2_{L^2(\Omega)} + a(\bar{u})||u||^2_{L^2(\Omega)} \leq C \left( T, K_{\text{max}}, \mu, \nu \right) \left( ||\bar{u}||^2_{H^1(\Omega)} + ||\bar{u}||^2_{H^1(\Omega)} + ||\bar{u}||^2_{H^1(\Omega)} \right). \]  
(3.8)

Lemma 3.2
\[ ||(\bar{\partial} u)^2||^2_{L^2(\Omega)} + a(\bar{u})||u||^2_{L^2(\Omega)} \leq C \left( T, K_{\text{max}}, \mu, \nu \right) \left( ||\bar{u}||^2_{H^1(\Omega)} + ||\bar{u}||^2_{H^1(\Omega)} + ||\bar{u}||^2_{H^1(\Omega)} \right). \]  
(3.9)

Proof. Multiplying (1.1) by \bar{\partial} u, and integrating over \Omega, we obtain that
\[ \frac{1}{2} \frac{d}{dt} ||K^{-1} \bar{\partial} u||^2_{L^2(\Omega)} + \frac{1}{2} \frac{d}{dt} a(\bar{u}) = (g, \bar{\partial} u)_{L^2(\Omega)}. \]  
(3.10)

The remaining part of the proof is similar to the proof of Lemma 3.1.

We now need a variation of Campanato’s result [12] on non-divergence form elliptic operators. For a symmetric matrix M, let us write
\[ \nu_M := \frac{\text{Trace}(M)}{\text{Trace}(MM)}. \]  
(3.11)

Consider the following Dirichlet problem:
\[ Lu = f \]  
(3.12)

with \[ L := \sum_{i,j} M_{ij}(x) \partial_{ij} \] and homogeneous Dirichlet boundary condition. The following Theorem 3.1 is an adaptation of Theorem 1.2.1 of [25]. They are proved in [25] under the assumption that M is bounded and elliptic. It can be proved that the conditions \[ \mu_M < \infty \) and \[ \nu_M \in L^\infty(\Omega) \] are sufficient for the validity of the theorem, we refer to [28,29] for that proof.

Theorem 3.1. Assume that \[ \mu_M < \infty, \nu_M \in L^\infty(\Omega) \] and convex. If \[ f \in L^2(\Omega) \] the Dirichlet problem (3.12) has a unique solution satisfying
\[ ||v||^2_{L^2(\Omega)} \leq C \nu_M ||v||^2_{L^2(\Omega)}. \]  
(3.13)

Remark 3.1. The theorem can be extended to dimension n > 2 under the general Cordes condition [25].

Fix \[ t \in [0, T]. \] Choose
\[ f := (K^{-1} \partial_t^2 u - g) \]  
(3.14)

by the change of variable \[ y = F(x), \] one obtains that
\[ ||f||^2_{L^2(\Omega)} \leq 2K_{\text{min}}^{-1} ||\partial_t^2 u||^2_{L^2(\Omega)} + 2||g||^2_{L^2(\Omega)}. \]  
(3.15)

Using the notation \[ K(y) := K(F^{-1}(y)), \] \[ g(y) := g(F^{-1}(y), t), \] and \[ \bar{u}(y, t) := u(F^{-1}(y), t), \] it follows from Theorem 3.1 that there exists a unique \[ v \in H^2(\Omega) \] such that
\[ \sum_{ij} (\sigma(F^{-1}(y))_{ij} \partial_{ij} v(y, t) = K^{-1}(y) \partial_t^2 u(y, t) - g(y, t) \]  
(3.16)

and
\[ ||v||^2_{L^2(\Omega)} \leq C \nu_M ||v||^2_{L^2(\Omega)} \leq 2K_{\text{min}}^{-1} ||\partial_t^2 u||^2_{L^2(\Omega)} + 2||g||^2_{L^2(\Omega)}. \]  
(3.17)

By \[ y = F(x) \] and the identity \[ \text{div} a \nabla F = 0 \] we deduce that (3.18) can be written as
\[ \text{div}(a \nabla (v \circ F)) = K^{-1} \partial_t^2 u - g. \]  
(3.18)
If \( \partial^2 u \in L^2(\Omega) \) and \( g(.,t) \in L^2(\Omega) \) we can use the uniqueness property for the solution of the following divergence form elliptic equation (with homogeneous Dirichlet boundary condition):

\[
\text{div}(\alpha \nabla u) = K^{-1} \partial^2 u - g
\]

(3.21)
to obtain that \( v \circ F = u \). Thus, we have proven Theorem 2.1.

3.2. Numerical homogenization in space: proof of Theorem 2.2

In the following sections we will prove the convergence of semidiscrete and fully discrete numerical homogenization formulation (2.14) and (2.18).

We have the following lemmas which are the discrete analogs of Lemmas 3.1 and 3.4.

**Lemma 3.3.** We have

\[
\|\partial_t u_h\|_{L^2(\Omega)}^2 + a(u_h)(T) \leq C \left( T \frac{K_{\text{max}}}{K_{\text{min}}}, K_{\text{max}} \right) \left( a(u_h)(0) + \|\partial_t u_h(0,0)\|_{L^2(\Omega)}^2 + \|\partial_0 g\|_{L^2(\Omega)}^2 \right). 
\]

(3.22)

**Lemma 3.4**

\[
\|\partial_t u_h\|_{L^2(\Omega)}^2 + a(u_h)(T) \leq C \left( T \frac{K_{\text{max}}}{K_{\text{min}}}, K_{\text{max}} \right) \left( a(u_h)(0) + \|\partial_t u_h(0)\|_{L^2(\Omega)}^2 + \|\partial_0 g\|_{L^2(\Omega)}^2 \right). 
\]

(3.23)

Write \( \mathcal{A}_h \) the projection operator mapping \( L^2(0, T; H^1_0(\Omega)) \) onto \( Y^0_h \), such that for all \( v \in Y^0_h \):

\[
\mathcal{A}_h[v, u - \mathcal{A}_h u] = 0 
\]

(3.24)

let \( \rho := u - \mathcal{A}_h u \) and \( \theta := \mathcal{A}_h u - u_h \), where \( u_h \) is the solution of (2.14).

For fixed \( t \in [0, T] \) and \( v \in H^1_0(\Omega) \), we write \( \mathcal{A}_h v(\cdot, t) \) the solution of

\[
\left\{ \begin{array}{l}
\partial_t u_h(\cdot, t) + a(u_h)(0) + \|\partial_0 g\|_{L^2(\Omega)}^2 \\
\mathcal{A}_h[v, u - \mathcal{A}_h u] = 0
\end{array} \right. 
\]

(3.25)

It is obvious that \( \mathcal{A}_h v(\cdot, t) = \mathcal{A}_h u(\cdot, t) \). For example, we can choose a series of test functions in (3.24) which is separable in space and time, \( v(x, t) = T(t)Y(x) \), \( T(t) \) is smooth in \( t \) and has \( \delta(t) \) function as its weak limit.

We need the following lemma:

**Lemma 3.5.** For \( v \in H^1_0(\Omega) \) we have

\[
\|v - \mathcal{A}_h v\|_{H^1_0(\Omega)}^2 \leq Ch_{\text{max}} h^d \|v\|_{H^2(\Omega)}^2. 
\]

(3.26)

**Proof.** Using the change of coordinates \( y = F(x) \) we obtain (write \( \psi := v \circ F^{-1} \))

\[
a[v] = Q[\psi] 
\]

(3.27)

with

\[
\mathcal{J}[w] := \int_\Omega \nabla w(y)Q(y)\nabla \psi(y)dy 
\]

(3.28)

and

\[
Q(y) := \frac{\sigma}{\det(\nabla F)} \circ F^{-1}. 
\]

(3.29)

Using the definition of \( \mathcal{A}_h \psi \) we derive that

\[
\mathcal{J}[v - \mathcal{A}_h v \circ F^{-1}] = \inf_{\phi \in C^\infty_0} \mathcal{J}[v - \phi]. 
\]

(3.30)

By interpolation property (2.7) it follows,

\[
\mathcal{J}[v - \mathcal{A}_h v \circ F^{-1}] \leq \mathcal{J}[v - \phi]. 
\]

(3.31)

where \( \mathcal{J}[\partial_0 (Q \circ F^{-1})/\partial x_i] \) is the supremum of eigenvalues of \( Q \) over \( \Omega \).

It is easy to obtain that

\[
\mathcal{J}[\partial_0 (Q \circ F^{-1})/\partial x_i] \leq C_{\text{max}}H_{\mathcal{A}}^\frac{1}{2}. 
\]

(3.32)

which finishes the proof. \( \square \)

We will use Lemmas 3.5–3.9 to obtain the approximation property of the projection operator \( \mathcal{A}_h \).

With the improved Assumption 2.2, differentiate (1.1) with respect to \( t \), and follow the proof of Theorem 2.1, we have

**Lemma 3.6.** \( \partial_t (u \circ F^{-1}) \in L^\infty(0, T; H^2(\Omega)) \) and

\[
\|\partial_t (u \circ F^{-1})\|_{L^\infty(0, T; H^2(\Omega))} \leq C(\|\partial_0 g\|_{L^\infty(0, T; L^2(\Omega))} + \|\partial_0 g\|_{L^2(\Omega)}) \\
+ \|\partial_t u(0,0)\|_{L^2(\Omega)} + \|\partial_0 u(0,0)\|_{H^1(\Omega)}). 
\]

(3.33)

The constant \( C \) is the one given in Theorem 2.1.

Apply Lemma 3.5 to \( \partial_0 u \), we have

**Lemma 3.7**

\[
(\mathcal{A}_h[\partial_0 \rho])^2 \leq C h(\|\partial_0 g\|_{L^\infty(0, T; L^2(\Omega))} + \|\partial_0 g\|_{L^2(\Omega)}) \\
+ \|\partial_t u(0,0)\|_{L^2(\Omega)} + \|\partial_0 u(0,0)\|_{H^1(\Omega)}). 
\]

(3.34)

The constant \( C \) depends on \( C_x, n, \Omega, \mu_x, a_{\min}, a_{\max}, K_{\min}, K_{\max} \) and \( \|(\text{Trace}(\gamma))^\frac{1}{2}\|_{L^\infty(\Omega)} \).

We have the following estimate for \( \|\partial_0 \rho\| \) using the so-called Aubin–Nitsche trick [5].

**Lemma 3.8**

\[
\|\partial_0 \rho\|_{L^2(\Omega)} \leq C h^2(\|\partial_0 g\|_{L^\infty(0, T; L^2(\Omega))} + \|\partial_0 g\|_{L^2(\Omega)}) \\
+ \|\partial_t u(0,0)\|_{L^2(\Omega)} + \|\partial_0 u(0,0)\|_{H^1(\Omega)}). 
\]

(3.35)

The constant \( C \) in Lemma depends on \( C_x, n, \Omega, \mu_x, a_{\min}, a_{\max}, K_{\min}, K_{\max} \) and \( \|(\text{Trace}(\gamma))^\frac{1}{2}\|_{L^\infty(\Omega)} \).

**Proof.** We choose \( v \in L^2(0, T; H^1_0(\Omega)) \) to be the solution of the following linear problem: for all \( w \in L^2(0, T; H^1_0(\Omega)) \)

\[
A_T[w, v] = (w, \partial_0 \rho)_{L^2(\Omega)}. 
\]

(3.36)

Choosing \( w = \partial_0 \rho \) in Eq. (3.36) we deduce that

\[
\|\partial_0 \rho\|_{L^2(\Omega)}^2 = \mathcal{J}[\partial_0 \rho, v - \mathcal{A}_h v]. 
\]

(3.37)

Using Cauchy–Schwarz inequality we deduce that

\[
\|\partial_0 \rho\|_{L^2(\Omega)}^2 \leq (\mathcal{J}[\partial_0 \rho])^2(\mathcal{J}[v - \mathcal{A}_h v]). 
\]

(3.38)

Since \( \partial_0 \rho(\cdot, t) \in L^2(\Omega) \), applying Theorem 3.1 for \( t \in [0, T] \) then integrate over \( t \), we obtain that

\[
\|\partial_0 \rho\|_{L^2(\Omega)}^2 \leq C \|\partial_0 \rho\|_{L^2(\Omega)}. 
\]

(3.39)

Using Lemma 3.5 we obtain that

\[
(\mathcal{A}_h[v - \mathcal{A}_h v])^2 \leq C h^2(\|\partial_0 \rho\|_{L^2(\Omega)}). 
\]

(3.40)

It follows that

\[
\|\partial_0 \rho\|_{L^2(\Omega)} \leq C h^{-1}(\|\partial_0 \rho\|_{L^2(\Omega)}). 
\]

(3.41)

We deduce the lemma by applying Lemma 3.8 to bound \( A_T[\partial_0 \rho] \). \( \square \)
Lemma 3.9. \[ \| \mathbf{a} \mathbf{b} \|_{L^2(\Omega)} = \sqrt{C} \| g(u, x) \|_{L^2(\Omega)} + \| \mathbf{a}^2 \mathbf{b} \|_{L^2(\Omega)} \]

Proof. We can estimate \( \| \mathbf{a} \mathbf{b} \|_{L^2(\Omega)} \) using the duality argument similar to Lemma 3.8 and derive the second inequality by Lemma 3.5. □

Lemma 3.10. \[ \| \mathbf{a} \mathbf{b} \|_{L^2(\Omega)} = \sqrt{C} \| g(u, x) \|_{L^2(\Omega)} + \| \mathbf{a}^2 \mathbf{b} \|_{L^2(\Omega)} \]

Proof. \[ \psi \subset L^2(0, T, H^1(\Omega)) \], we have

\[ \| \mathbf{a} \mathbf{b} \|_{L^2(\Omega)} = \sqrt{C} \| g(u, x) \|_{L^2(\Omega)} + \| \mathbf{a}^2 \mathbf{b} \|_{L^2(\Omega)} \]

Integrate with respect to \( t \), using Cauchy–Schwarz inequality, we have

\[ \| \mathbf{a} \mathbf{b} \|_{L^2(\Omega)} = \sqrt{C} \| g(u, x) \|_{L^2(\Omega)} + \| \mathbf{a}^2 \mathbf{b} \|_{L^2(\Omega)} \]

The remaining part of the proof is similar to Lemma 3.1. □

Theorem 2.2 is a straightforward combination of Lemmas 3.1, 3.3, 3.7–3.10.

3.3. Numerical homogenization in space and time: proof of Theorems 2.3 and 2.4

3.3.1. Stability

Choose \( \psi \subset U^2 \) such that \( \psi(x, t) = \mathbf{c}_t v_\mathbf{h}(x, t) \) for \( t \in (t_n, t_{n+1}) \). We obtain that

\[ \| K^{-1} \partial_t v_\mathbf{h} \|_{L^2(\Omega)}^2 (t_{n+1}) - (K^{-1} \partial_t v_\mathbf{h}(t_{n+1}), \partial_t v_\mathbf{h}(t_n))_{L^2(\Omega)} = - \int_{t_n}^{t_{n+1}} a(\partial_t v_\mathbf{h}, v_\mathbf{h})_{L^2(\Omega)} dt + \int_{t_n}^{t_{n+1}} (\partial_t v_\mathbf{h}, g)_{L^2(\Omega)} dt. \]

Observing that

\[ \int_{t_n}^{t_{n+1}} a(\partial_t v_\mathbf{h}, v_\mathbf{h})_{L^2(\Omega)} dt = \frac{1}{2} a(v_\mathbf{h}(t_{n+1}), v_\mathbf{h}(t_n)). \]

Using Cauchy–Schwarz inequality it follows:

\[ \| K^{-1} \partial_t v_\mathbf{h} \|_{L^2(\Omega)}^2 (t_{n+1}) + a(v_\mathbf{h}(t_{n+1}), v_\mathbf{h}(t_n)) \leq \| K^{-1} \partial_t v_\mathbf{h} \|_{L^2(\Omega)}^2 (t_n) + a(v_\mathbf{h}(t_n) \]

\[ + 2 \int_{t_n}^{t_{n+1}} (\partial_t v_\mathbf{h}, g)_{L^2(\Omega)} (t) dt. \]

Summing over \( n \) from 0 to \( M - 1 \), we have

\[ \| K^{-1} \partial_t v_\mathbf{h} \|_{L^2(\Omega)} (t) + a(v_\mathbf{h}(t), v_\mathbf{h}(t)) \leq \| K^{-1} \partial_t v_\mathbf{h} \|_{L^2(\Omega)} (0) + a(v_\mathbf{h}(0), 0) + 2 \int_0^T (\partial_t v_\mathbf{h}, g)_{L^2(\Omega)} dt. \]

We conclude the proof of Theorem 2.3 using the inequality (3.7) in the proof of Lemma 3.1.

3.3.2. \( H^1 \) error estimate

We derive from Eqs. (2.18) and (2.14) that

\[ (K^{-1} \partial_t v_\mathbf{h}(t_{n+1}), v_\mathbf{h}(t_{n+1})) - (K^{-1} \partial_t v_\mathbf{h}(t_{n+1}), v_\mathbf{h}(t_n)) \]

\[ - \int_{t_n}^{t_{n+1}} (K^{-1} \partial_t v_\mathbf{h}(t_{n+1}), \partial_t v_\mathbf{h}(t)) dt + \int_{t_n}^{t_{n+1}} a(\partial_t v_\mathbf{h}, v_\mathbf{h}) dt = 0. \]

Let \( \psi = \partial_t u_\mathbf{h} - \partial_t v_\mathbf{h} \) where \( u_\mathbf{h} \) is the linear interpolation of \( u_h \) over \( \mathcal{T}_h \). Write \( y_\mathbf{h} = u_\mathbf{h} - v_\mathbf{h} = u_h - u_h \), it follows that

\[ (K^{-1} \partial_t y_\mathbf{h}, \partial_t y_\mathbf{h})(t_n) + (K^{-1} \partial_t y_\mathbf{h}, \partial_t y_\mathbf{h})(t_{n+1}) - (K^{-1} \partial_t y_\mathbf{h}, \partial_t y_\mathbf{h})(t_n) \]

\[ - (K^{-1} \partial_t y_\mathbf{h}, \partial_t y_\mathbf{h})(t_{n+1}) + \int_{t_n}^{t_{n+1}} a(\partial_t y_\mathbf{h}, y_\mathbf{h}) dt + \int_{t_n}^{t_{n+1}} a(\partial_t y_\mathbf{h}, y_\mathbf{h}) dt = 0. \]

Observing \( \int_{t_n}^{t_{n+1}} \mathbf{a}(\partial_t y_\mathbf{h}) dt = 0 \) we need the following lemma, which is a slight variation of the Hilbert–Bramble lemma, [11]

Lemma 3.11. If \( \int_{t_n}^{t_{n+1}} u(s) ds = 0 \), then

\[ \frac{1}{2} \left( \int_{t_n}^{t_{n+1}} u(s)^2 ds \right) \]

Since \( \mathbf{a}_h^2 u_\mathbf{h}(t_n) = - \delta^2 u_\mathbf{h}(t_n) \) in \( (t_n, t_{n+1}) \), by Lemma 3.11 we have

\[ \int_{t_n}^{t_{n+1}} \mathbf{a}(\partial_t u_\mathbf{h}, u_\mathbf{h}) ds \leq \frac{1}{4} \Delta T \int_{t_n}^{t_{n+1}} \mathbf{a}(\partial_t u_\mathbf{h}(t_n), u_\mathbf{h}(t_n)) ds \]

and

\[ \int_{t_n}^{t_{n+1}} \mathbf{a}(\partial_t u_\mathbf{h}, u_\mathbf{h}) ds \leq \frac{1}{4} \Delta T^2 \int_{t_n}^{t_{n+1}} \mathbf{a}(\partial_t u_\mathbf{h}(t_n), u_\mathbf{h}(t_n)) ds. \]

Using the inverse Sobolev inequality (2.9) we obtain from Eq. (3.55) that

\[ \int_{t_n}^{t_{n+1}} \mathbf{a}(\partial_t u_\mathbf{h}, u_\mathbf{h}) ds \leq \frac{C \Delta T}{h^2} \int_{t_n}^{t_{n+1}} \mathbf{a}(\partial_t u_\mathbf{h}, u_\mathbf{h}) ds. \]

Summing (3.52) over \( n \), notice \( y_\mathbf{h}(0) = 0, \partial_t y_\mathbf{h}(0) = 0 \) we obtain that

\[ (K^{-1} \partial_t y_\mathbf{h}(t_{n+1}), \partial_t y_\mathbf{h}(t_{n+1})) + \frac{1}{2} a(y_\mathbf{h}(t_n), y_\mathbf{h}(t_n)) \]

\[ - (K^{-1} \partial_t y_\mathbf{h}, \partial_t y_\mathbf{h})(T) = 0. \]

Theorem 2.4 is a straightforward consequence of (3.57), the estimates (3.54), (3.56), Lemmas 3.3 and 3.9.

4. Numerical experiments

In this section, we will present the numerical algorithm and examples.

We use a web extended B-spline based finite element [19] to span the space \( V^0 \) introduced in Section 2.2. For all the numerical examples, we compute the solutions up to time \( T = 1 \). The initial condition is \( u(x, 0) = 0 \) and \( u_t(x, 0) = 0 \). The boundary condition is \( u(x, 0) = 0, x \in \partial \Omega \). For simplicity, the computational domain is the square \([-1, 1] \times [-1, 1]\) in dimension two.
We have a fine mesh and a coarse mesh characterized by different degrees of freedom (dof). In general, the fine mesh is generated by hierarchical refinement of the coarse mesh: for each triangle of the coarse mesh, choose middle points of its 3 edges as new vertices, and divide the triangle into 4 new triangles. a is defined as a piecewise constant function over each fine mesh triangle, and is evaluated at the center of mass of the triangle.

Algorithm 4.1. Algorithm for numerical homogenization

1. Compute \( F \) on fine mesh, the fine mesh solver for \( F \) is Matlab routine assemmpde.
2. Construct multi-scale finite element basis \( \psi = \varphi \circ F \), compute stiffness matrix \( K \) and mass matrix \( M \).
3. March (2.18) and (2.19) in time with respect to the coarse dof.
4. Repeat 3 if we have multiple right hand sides.

In the implementation, \( F \) is approximated by a piecewise linear finite element solution. We mesh the square such that no triangle has an obtuse angle, therefore \( F \) is an invertible piecewise linear mapping [17]. When we construct \( \psi \), we simply take its piecewise linear interpolation on the fine mesh.

All the computations were done at a single Opteron Dual-Core 2600 cpu of a Sun Fire X4600 server, and programmed in Matlab 7.3.

Example 4.1. Multi-scale trigonometric coefficients

The following example is extracted from [26] as a problem without scale separation:

\[
a(x) = \frac{1}{6} \left( \frac{1}{2} \cos(\pi x) + \frac{1}{2} \cos(\pi y) + \frac{1}{2} \cos(\pi z) \right)
\]

where \( \epsilon_1 = \frac{1}{a}, \epsilon_2 = \frac{1}{b}, \epsilon_3 = \frac{1}{c}, \epsilon_4 = \frac{1}{d}, \epsilon_5 = \frac{1}{e} \). The conductivity \( a \) is smooth, therefore it satisfies Cords Condition 2.1.

First, we want to compare the performance of different numerical homogenization methods

- **LFEM**: A multi-scale finite element where \( F \) is computed locally (instead of globally) on each triangle \( K \) of the coarse mesh as the solution of a cell problem with boundary condition \( F(x) = x \) on \( \partial K \). This method has been implemented in order to understand the effect of the removal of global information in the structure of the metric induced by \( F \).

- **FEM\_\psi_{lin}**: The Galerkin scheme using the finite elements \( \psi_i = \varphi_i \circ F \), where \( \varphi_i \) are the piecewise linear nodal basis elements.

- **FEM\_\psi_{sp}**: The Galerkin scheme using the finite element \( \psi_i = \varphi_i \circ F \), where \( \varphi_i \) are weighted cubic B-spline elements.

Suppose \( u_h \) is the finite element solution of (1.1) computed on the fine mesh at time \( T = 1 \), the fine mesh solver is Matlab routine hyperbolic, which uses linear finite element basis in space and adaptive ODE integrator in time. \( v_h \) is the solution of (2.18). Numerical errors in the norm \( \| \cdot \| \) are computed by

\[
\text{error} = \frac{\| v_h - u_h \|}{\| u_h \|}.
\]

Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>( L^1 )</th>
<th>( L^\infty )</th>
<th>( L^2 )</th>
<th>( H^1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFEM</td>
<td>0.0440</td>
<td>0.0982</td>
<td>0.0534</td>
<td>0.2054</td>
</tr>
<tr>
<td>FEM_\psi_{lin}</td>
<td>0.0315</td>
<td>0.0518</td>
<td>0.0362</td>
<td>0.1601</td>
</tr>
<tr>
<td>FEM_\psi_{sp}</td>
<td>0.0021</td>
<td>0.0035</td>
<td>0.0022</td>
<td>0.0189</td>
</tr>
</tbody>
</table>

methods. Note that the improvement of FEM\_\psi_{lin} over LFEM is not as significant as the elliptic case [29].

From now on, all the results are computed by the method FEM\_\psi_{sp}.

Next, the impact of right hand side on accuracy will be investigated. We solve Eq. (1.1) with a time independent source term \( g = 1 \), a slowly varying term \( g = \sin(2.4x - 1.8y + 2\pi t) \), and a Gaussian source term given by

\[
g(x,y) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{x^2 + (y - 0.15)^2}{2\sigma^2}\right).
\]

with \( \sigma = 0.05 \). Notice that as \( \sigma \to 0 \), the source function will become singular in space.

Table 2

<table>
<thead>
<tr>
<th>Example 4.1, numerical errors of FEM_\psi_{sp} with ( g = 1 ), dof is fine mesh, dofs is coarse mesh</th>
<th>( \text{dof}_i )</th>
<th>( \text{dof}_f )</th>
<th>( \text{L}^1 )</th>
<th>( \text{L}^\infty )</th>
<th>( \text{L}^2 )</th>
<th>( \text{H}^1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0075</td>
<td>0.0118</td>
<td>0.0074</td>
<td>0.0394</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples: 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0023</td>
<td>0.0023</td>
<td>0.0023</td>
<td>0.0194</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0009</td>
<td>0.0023</td>
<td>0.0010</td>
<td>0.0117</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0009</td>
<td>0.0025</td>
<td>0.0010</td>
<td>0.0117</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Example 4.1, numerical errors of FEM_\psi_{sp} with ( g = \sin(2.4x - 1.8y + 2\pi t) )</th>
<th>( \text{dof}_i )</th>
<th>( \text{dof}_f )</th>
<th>( \text{L}^1 )</th>
<th>( \text{L}^\infty )</th>
<th>( \text{L}^2 )</th>
<th>( \text{H}^1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0040</td>
<td>0.0390</td>
<td>0.0360</td>
<td>0.0869</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0107</td>
<td>0.0105</td>
<td>0.0096</td>
<td>0.0393</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0035</td>
<td>0.0047</td>
<td>0.0033</td>
<td>0.0233</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0104</td>
<td>0.0109</td>
<td>0.0095</td>
<td>0.0391</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0034</td>
<td>0.0047</td>
<td>0.0033</td>
<td>0.0231</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Example 4.1, numerical errors of FEM_\psi_{sp} with the Gaussian source g in (4.3)</th>
<th>( \text{dof}_i )</th>
<th>( \text{dof}_f )</th>
<th>( \text{L}^1 )</th>
<th>( \text{L}^\infty )</th>
<th>( \text{L}^2 )</th>
<th>( \text{H}^1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0581</td>
<td>0.2270</td>
<td>0.0704</td>
<td>0.3484</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0272</td>
<td>0.1023</td>
<td>0.0333</td>
<td>0.2305</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0096</td>
<td>0.0179</td>
<td>0.0095</td>
<td>0.0957</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0574</td>
<td>0.2199</td>
<td>0.0688</td>
<td>0.3436</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0274</td>
<td>0.0976</td>
<td>0.0332</td>
<td>0.2254</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examples 65, 225, 49, 225, 49, 225, 49, 225</td>
<td>0.0097</td>
<td>0.0212</td>
<td>0.0101</td>
<td>0.1005</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

250 × 250 and 500 × 500. It can be seen that for fixed coarse dof, the errors with respect to different fine dof are pretty close, which means fine dof 65,025 is enough for this problem.

The Fig. 1 shows the L1 error evolution with respect to time, which is typical for all norms. The overshoot at the beginning is proportional to the time discretization step. After several steps, the errors tend to be stable.

**Example 4.2.** Time independent high conductivity channel

High conductivity channel is an interesting test problem in many petroleum applications because of its strong non-local effects. In this example, a is characterized by a narrow and long range high conductivity channel. We choose \( a(x) = A \) if \( x \) is in the channel, and \( a(x) = 1 \) if \( x \) is not in the channel. The media is illustrated in Fig. 2. However, in this case, whether or not Cordes Condition 2.1 is not clear. We will go ahead testing the numerical performance of our method.

Table 5 shows numerical errors for \( g = 1 \) with fixed coarse dof 49 and \( A = 10^1, 10^2, 10^3 \), respectively. From the table we can see that the errors grow with the aspect ratio increasing, but the growth is moderate and the numerical behavior of the method is stable. The errors for time dependent right hand side \( g = \sin(2.4x - 1.8y + 2\pi t) \) with \( A = 10^2 \) are also given in Table 6.

**Example 4.3.** Time independent site percolation

In this example, we consider the site percolating medium associated to Fig. 3. In this case, we subdivide the square into a 64 × 64 checkerboard, the conductivity of each site is equal to \( \gamma \) or \( 1/\gamma \) with probability 1/2. We have chosen \( \gamma = 10 \) in this example. In fact, this medium may not satisfy the Cordes Condition 2.1 (also refer to Remark 2.1). However, we will show that the method still works fine for this example.

Fig. 4 shows \( u \) computed with 261121 dof and \( v_0 \) computed with 9 dof in the case \( g = 1 \) at time 1 using method FEM, ws. They are visually almost the same even for small scale features. Table 7 gives the numerical errors for \( g = 1 \) with respect to different coarse and fine dof.

Finally, we consider the site percolating medium, with Neumann boundary condition and a more realistic forcing term. The source term is given by \( g(x,t) = T(t)X(x,y) \), \( X(x,y) \) is the Gaussian source function described by

\[
X(x,y) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right),
\]

(4.4)
It is clear that Ricker function does not belong to $L^2(\Omega_t)$, our analysis does not apply and numerical experiment failed in this case. Therefore, we would like to test the above modified source term first.

Numerical errors for this modified source are given in Table 8. The errors are acceptable but not so good as $g = 1$. Possible solutions include the adaptive integration in time and adaptation in space around the source.

### 5. Conclusion and further remarks

From above analysis and numerical examples, we observe that good numerical approximations can be obtained with much fewer degrees of freedom for acoustic wave equation with heterogeneous coefficients, even for the cases which do not satisfy the Cordes condition. Compared with the multi-scale finite element method which compute the basis locally, our method has much better accuracy, especially for problems with strong non-local effects.

As it has been done in [29], once one understand that the key idea for the homogenization of (1.1) lies in its higher regularity properties with respect to harmonic coordinates one can homogenize (1.1) through a different numerical method (such as a finite volume method).

Moreover, it could be observed that one could use any set of $n$ linearly independent solutions of (1.1) instead of the harmonic coordinates. The key property allowing the homogenization of (1.1) lies in the fact that if the data (right hand side and initial values) has enough integrability then the space of solutions is at small scales close in $H^n$ norm to a space of dimension $n$. Thus, once one has observed at least $n$ linearly independent solutions of (1.1), one has seen all of them at small scales.

Write $L := -\nabla a \nabla$. $L^{-1}$ maps $H^{-1}(\Omega)$ into $H_0^1(\Omega)$, it also maps $L^2(\Omega)$ into $V$ a subspace of $H_0^1(\Omega)$. $V$ is close in $H^1$ norm to a space of dimension $n$ (the dimension of the physical space $\Omega$) in the following sense.

Let $\mathcal{S}_h$ be a triangulation of $\Omega \subset \mathbb{R}^n$ of resolution $h$ (where $0 < h < \text{diam}(\Omega)$). Let $A$ set of mappings from $\mathcal{S}_h$ into the unit sphere of $\mathbb{R}^{n+1}$ (if $\alpha \in A$ then $\alpha$ is constant on each triangle $K \in \mathcal{S}_h$ and $\|\alpha(K)\| = 1$), then

$$
\int_{\Omega} \alpha(x) \partial_t u(x, t) \, dx = -\int_{\Omega} \alpha(x) \nabla \cdot (a(x) \nabla u(x, t)) \, dx.
$$
are linearly dependent in a linear combination (with non null coefficients) of these vectors in the null vector. In (5.1) the linear combination of the $n+1$ vectors is at relative distance of order $h$ (resolution of the triangulation) from 0.

We notice that some recent results using global information [1,23,22] are formulated in a partition of unity framework [8]. In this case, $1, F_1, \ldots, F_n$ can be used to construct the local approximation space.
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