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Abstract—In mobile sensor networks, sensor measurements as well as control commands are transmitted over wireless time-varying links. It then becomes considerably important to address the impact of imperfect communication on the overall performance. In this paper, we study the effect of time-varying communication links on the control performance of a mobile sensor node. In particular, we investigate the impact of fading. We derive key performance measure parameters to evaluate the overall feedback control performance over narrowband channels. We show that fading can result in considerable delay and/or poor performance of the mobile sensor depending on the system requirements. To improve the performance, we then show how the application layer can use the channel status information of the physical layer to adapt control commands accordingly. We show that sharing information across layers can improve the overall performance considerably. We verify our analytical results by simulating a wireless speed control problem.

I. INTRODUCTION

There have recently been considerable interest in sensor networks [1], [2]. Such networks have a wide range of applications such as environmental monitoring, surveillance, security, smart homes and factories, target tracking and military. To address and overcome technological challenges of such networks, different and non-traditional designs and strategies should be used. Such designs lie at the intersection of multiple disciplines like control, communication, computation and processing necessitating cross-disciplinary approaches.

Communication plays a key role in the overall performance of sensor networks as sensor measurements and control commands are transmitted over wireless links. Most of the research on the impact of communication on sensor networks focuses on fixed wireless scenarios. Furthermore while impacts of some aspects
of a communication link like noise, quantization, delay and medium access have been addressed to some extent [3], [4], [5], [6], impact of channel fading on mobile sensor networks and utilizing channel status information in application layer have not been studied. In this paper we investigate the impact of narrowband channels on the control performance of a mobile sensor node. We consider the scenarios where a sensor and an actuator are mounted on a mobile unit that is controlled wirelessly by a distant unit. To evaluate the overall feedback control performance, we derive key performance measure parameters. We show that fading can degrade the control performance considerably. To improve the performance we propose a control algorithm that adapts to the quality of the channel. We show that the algorithm can improve the performance considerably. Finally simulation results confirm the mathematical analysis.

II. SYSTEM MODEL

A. Dynamics of the mobile node

Consider a mobile node equipped with a sensor and an actuator with the following linear dynamics:

\[
\frac{dx(t)}{dt} = Fx(t) + Gu(t)
\]

\[y(t) = x(t),\] (1)

where \(x\), \(y\), and \(u\) represent the state, output and input of the mobile node respectively. We assume scalar quantities for simplicity. After sampling, the discrete model will be as follows:

\[x(k + 1) = \phi x(k) + \gamma u(k)\]

\[y(k) = x(k)\]

\[\phi = e^{FT}\]

\[\gamma = \frac{G}{F}(\phi - 1),\] (2)

where \(T\) represents the sampling period. The mobile node transmits its measurement, \(y\), to a distant controller every \(T\) seconds. The controller makes an estimate of the transmitted data based on its reception and applies the control signal:

\[u(k) = -\alpha \times \hat{y}(k),\] (3)

where \(\hat{y}(k)\) is the controller estimate of the \(k^{th}\) sensor measurement. In this paper we are only considering the effect of imperfect communication on the reception of the sensor measurements at the controller (Eq. 3) to facilitate mathematical derivations. Including the effect of imperfect reception of the control commands at the mobile node would further highlight the results derived in this paper. Without loss of generality, we assume that the goal of the controller is to drive the output of the mobile node, \(y\), to zero. Parameter \(\alpha\) in Eq. 3 represents controller coefficient and is assumed fixed for now. In Section V we will show how to adapt \(\alpha\) to the quality of the communication link. We assume that the controller is fixed in location. The results can be easily extended to
the case of a mobile controller by changing the channel model to include effect of double mobility [7].

B. Communication Channel

Fig. 1 shows the baseband equivalent wireless communication link from the mobile sensor to the controller. At each sampling time instant, $y$ will be quantized and modulated at the mobile sensor. The controller would receive, $\hat{y}(k)$, a corrupted version of $y$ after processing the received data point. After quantization we will have:

$$y(k) = y_q(k) + w_q(k),$$ (4)

where $y_q(k)$ and $w_q(k)$ represent the output of the quantizer and quantization noise respectively. In this paper we consider BPSK modulation. Let $y_b^k(t)$ represent the input to the channel at $k^{th}$ transmission. This gives,

$$y_b^k(t) = \sum_{i=0}^{N_b-1} b_i^k P(t - iT_b - kT)$$ for $kT \leq t \leq kT + T_b N_b$, (5)

where $N_b$ represents the number of bits per transmission, $T_b$ is the pulse duration, $b_i^k$ denotes the $i^{th}$ bit of the $k^{th}$ transmission and $P(t)$ is the pulse shaper. At the output of the channel we will have,

$$y_o^k(t) = \sum_{i=0}^{N_b-1} h_i^k b_i^k P(t - iT_b - kT - T_d^k) + n^k(t)$$ for $kT + T_d^k \leq t \leq kT + T_d^k + T_b N_b$, (6)

where $T_d^k$ represents the delay between the $k^{th}$ transmission and the corresponding reception and $n^k(t)$ is AWGN. $h_i^k$ represents the value of the baseband equivalent channel at $i^{th}$ bit of the $k^{th}$ transmission. We consider narrowband channels in this paper. Note that channel may be time-varying during one transmission as can be seen from Eq. 6. After sampling the received signal, we will have,

$$\hat{y}_o^k(i) = h_i^k b_i^k + n^k(i) \quad for \quad 0 \leq i \leq N_b - 1.$$ (7)

Finally the controller makes an estimate of the transmitted sensor measurement:

$$\hat{y}(k) = y(k) + w_q(k) + w_c(k),$$ (8)

where $\hat{y}(k)$ represents the estimated sensor measurement, $w_c(k)$ is the communication noise ($w_c(k)$ includes the effect of fading and AWGN) and $w_q(k)$ is as defined in Eq. 4.

III. Key Performance Measure Parameters

It is the goal of this section to address the impact of imperfect communication and its dynamics on the overall control performance analytically. We will derive key performance measure parameters to describe and understand the impact of physical layer parameters on the application layer. Imperfect communication can ruin the overall control performance by introducing
divergence, delay in convergence and/or an asymptotic error floor. We will find the following key performance measure parameters to evaluate the performance:

1) \(E(y^2(k))\) which is the average square error (averaged over the distribution of channel and noise) at \(k^{th}\) time instant. Smaller \(E(y^2(k))\) indicates better performance.

2) \(P_{\text{Thresh}}(k) = \text{Prob}(|y(k)| > \text{Threshold})\) which represents 1-cdf of \(|y(k)|\). \(E(y^2(k))\) is easier to measure but only provides an average measure of performance while \(P_{\text{Thresh}}(k)\) demonstrates complete dynamics of \(|y(k)|\).

A. Deriving \(E(y^2(k))\):

Using Eq. 2, 3 and 8, we will have:

\[
y(k) = \beta^k y(0) - \gamma \alpha \sum_{i=1}^{k} \beta^{-i} w(k-i),
\]

where \(w(k)\) is as marked in Eq. 8 and \(\beta = \phi - \gamma \alpha\).

In the ideal case of perfect communication, \(y(k)\) would have exponentially decayed towards zero, the desirable output. This is not the case any more in the presence of imperfect communication. Using Eq. 9, we have,

\[
E(y^2(k)) = \beta^{2k} y^2(0) + \gamma^2 \alpha^2 \sum_{i=1}^{k} \sum_{i'=1}^{k} \beta^{i+i'} \gamma^2 w(k-i)w(k-i'),
\]

where

\[
w(i)w(i') = w_c(i)w_c(i') + w_q(i)w_q(i')
\]

since the communication and quantization noises \((w_c\) and \(w_q)\) are independent. As the quantization noise typically gets relatively smaller values than the communication noise, we assume that \(w_q\)s are uncorrelated:

\[w_q(i)w_q(i') = 0\] for \(i \neq i'\) to reduce the complexity of the analysis. We will see in Section IV that the results derived under this assumption can predict the true performance of the system considerably well. There we will discuss the effect of correlated quantization noise in more details. Next we derive the statistics of \(w_c\). Consider the channel realization over the \(k^{th}\) transmission: \(\tilde{h}_k = [h_0^k h_1^k \ldots h_{N_b-1}^k]\). Then \(w_c(k)\) will have the following pdf [8]:

\[
w_c(k) = \begin{cases} 
\pm 2^i \times \Delta \quad \text{with prob. of } P_{b,i,N_b-1-i}^k \\
0 \quad \text{with prob. of } 1 - \sum_{i=0}^{N_b-1} P_{b,i}^k 
\end{cases} \quad \text{for } 0 \leq i \leq N_b - 1
\]

where \(P_{b,i}^k\) is the instantaneous bit error probability of the \(i^{th}\) bit of the \(k^{th}\) transmission\(^2\) and \(\Delta\) is the quantizer step size. We will have:

\[
E(w_c^2(k) | \tilde{h}_k^k) = \Delta^2 \sum_{i=0}^{N_b-1} 2^{2i} P_{b,i}^k.
\]

\(^2\)Eq. 12 is derived under the assumption that the probability of having more than one bit in error in each transmission is negligible. In Section IV we will see that the expressions derived using Eq. 12 can predict the true performance of the system considerably well.
Averaging over fading, we will have,

\[ E(w_c^2(k)) = \Delta^2 \sum_{i=0}^{N_b-1} 2^{2i} P_{b_i}^{k} \]  \hspace{1cm} (14)

For a BPSK modulation we will have [9],

\[ P_{b_i}^{k} = Q(\sqrt{SNR_b^k}), \]  \hspace{1cm} (15)

where \( SNR_b^k = \frac{|h_i^k|^2 \sigma_n^2}{\sigma_n^2} \) represents the instantaneous Signal to Noise Ratio. \( \sigma_n^2 \) is the transmitted signal power and \( \sigma_n^2 = 0.5 \times (n^k)^2 \) where \( n^k \) is a sample of baseband AWGN, as defined in Eq. 7. Therefore for a Rayleigh distributed \( |h_i^k| \), we will have [10]:

\[ E(w_c^2(k)) = \Delta^2 \times 4^{N_b-1} \times (1 \times \sqrt{\frac{0.5\Gamma}{1 + 0.5\Gamma}}), \]  \hspace{1cm} (16)

where \( \Gamma = \frac{\sigma_n^2}{\sigma_n^2} \) represents the average received Signal to Noise Ratio with \( \sigma_n^2 = |h_i^k|^2 \) denoting the power of the channel fading coefficient.

Next we calculate \( w_c(k)w_c(k') \) for \( k \neq k' \). We will have,

\[ \text{Prob}\{ w_c(k) w_c(k') = \Delta^2 \times 2^i \} = \sum_{i', i'' = s} \text{Prob}\{ w_c(k) = \Delta \times 2^i \; \& \; w_c(k') = \Delta \times 2^i \} + \sum_{i', i'' = s} \text{Prob}\{ w_c(k) = -\Delta \times 2^i \; \& \; w_c(k') = -\Delta \times 2^i \}. \]  \hspace{1cm} (17)

\[ \text{Prob}\{ w_c(k) = \Delta \times 2^i \; \& \; w_c(k') = \Delta \times 2^i \} \] is the probability that \((N_b-1-i)^{th} \) bit in the \(k'^{th}\) transmission and \((N_b-1-i')^{th} \) bit in the \(k^{th}\) transmission are flipped from zero to one. Therefore, we will have,

\[ \text{Prob}\{ w_c(k) = \Delta \times 2^i \; \& \; w_c(k') = \Delta \times 2^i \} = \frac{1}{4} \int_{g_i} \int_{g_{i'}} Q \left( \frac{g_i^k \sigma_n}{\sigma_n} \right) Q \left( \frac{g_{i'}^k \sigma_n}{\sigma_n} \right) f_{g_i^k g_{i'}^k} d g_i^k d g_{i'}^k, \]  \hspace{1cm} (18)

where \( g_i^k = |h_{N_b-1-i}^k| \, g_{i'}^k = |h_{N_b-1-i'}^k| \) and \( f_{g_i^k g_{i'}^k} \) represents the bivariate Rayleigh distribution. Similarly,

\[ \text{Prob}\{ w_c(k) w_c(k') = -\Delta^2 \times 2^i \} = \sum_{i', i'' = s} \text{Prob}\{ w_c(k) = \Delta \times 2^i \; \& \; w_c(k') = \Delta \times 2^i \} + \sum_{i', i'' = s} \text{Prob}\{ w_c(k) = -\Delta \times 2^i \; \& \; w_c(k') = -\Delta \times 2^i \}. \]  \hspace{1cm} (19)

It can be easily shown that for any term in Eq. 17, there exists a corresponding term with the same value in Eq. 19 resulting in \( w_c(k)w_c(k') = 0 \) for \( k \neq k' \) (they are still dependent). Therefore we will have,

\[ E(y^2(k)) = \beta^2 y^2(0) + \gamma^2 \alpha^2 \frac{1 - \beta^{2k}}{1 - \beta^2} E(w^2(k)), \]  \hspace{1cm} (21)

where \( E(w^2(k)) = E(w_c^2(k)) + E(w_d^2(k)) \) with \( E(w_d^2(k)) \) defined in Eq. 16 and \( E(w_d^2(k)) = \Delta^2 \) for a uniform quantizer. Asymptotic behavior of the mobile sensor, \( \lim_{k \to \infty} E(y^2(k)) \), as well as a measure of the history of convergence, \( \sum_k E(y^2(k)) \), can be easily derived using Eq. 21.

**B. Deriving \( P_{\text{Thresh}}(k) \)**

Next we derive \( P_{\text{Thresh}}(k) \). Let \( \tilde{h}_c^k = [\tilde{h}_c^0 \ldots \tilde{h}_c^{k-1}] \).

We will have,

\[ P_{\text{Thresh}}(k) = E_{\tilde{h}_c^k} \left( P_{\text{Thresh}}(k) | \tilde{h}_c^k \right) \]

\[ P_{\text{Thresh}}(k) | \tilde{h}_c^k = Q \left( \frac{\text{Threshold} + \beta^k y(0)}{\sigma_n^k |h_c^k|} \right) + Q \left( \frac{\text{Threshold} - \beta^k y(0)}{\sigma_n^k |h_c^k|} \right), \]  \hspace{1cm} (22)
where \((\sigma_z^k)^2\) is the variance of \(z(k)\) of Eq. 9. Following the analysis of the previous sub-section, we will have:

\[
\begin{align*}
(\sigma_z^k)^2 |\tilde{h}_c^k| &= \alpha^2 \sum_{i=0}^{k-1} \beta^{2(i-1)} \sigma_{w_{k-i}}^2 |\tilde{h}_c^k| \\
\sigma_{w_{k-i}}^2 |\tilde{h}_c^k| &= \Delta^2 \sum_{s=0}^{N_s-1} \gamma^{2s} Q\left(\frac{\gamma h_{n-s}^{k-i}}{\sigma_n}\right) + \Delta^2.
\end{align*}
\]

To obtain \(P_{\text{thresh}}(k)\) from Eq. 22 and 23, an averaging over the distribution of \(\tilde{a}_{hc}^k\) is needed where each element of \(\tilde{a}_{hc}^k\) represents the amplitude of the corresponding term in \(\tilde{h}_c^k\). \(\tilde{a}_{hc}^k\) consists of correlated Rayleigh distributed random variables. In case of an exponentially decaying correlation function, \(\tilde{a}_{hc}^k\) will have the following pdf [11]:

\[
\begin{align*}
f_{\tilde{a}_{hc}^k}(\tilde{a}) &= \frac{\prod_{i=1}^{N_s} \tilde{u}_i}{\sigma_{\tilde{a}_{hc}^k}^{N_s} (1-\rho^2)^{N_s-1}} \times \\
&\exp\left(-\frac{\bar{a}^2 + u_{hc}^2 + (1+\rho^2) \sum_{i=1}^{N_s} a_{hc}^k \tilde{a}_{hc}^k}{2(1-\rho^2)\sigma_{\tilde{a}_{hc}^k}^2}\right),
\end{align*}
\]

where \(\rho\) is the correlation coefficient\(^3\) [11]. Using Eq. 24, \(P_{\text{thresh}}(k)\) can be calculated as follows:

\[
P_{\text{thresh}}(k) = \int_{\tilde{a}_{hc}^k} (P_{\text{thresh}}(k) |\tilde{a}_{hc}^k|) f_{\tilde{a}_{hc}^k} d\tilde{a}_{hc}^k.
\]

### IV. PERFORMANCE OF A WIRELESS SPEED CONTROL SYSTEM

In this section we implement the analysis results of the previous section. We also run exhaustive simulations to confirm the analysis. As an example we consider a wireless speed control problem in which a sensor and an actuator are placed on a mobile unit whose speed is being controlled wirelessly by a controller node. Then \(x\) represents the speed of the mobile node, \(\phi = e^{-\frac{km}{b}}\) and \(\gamma = -\frac{1}{b} (\phi - 1)\) where \(b\) and \(m\) denote surface friction coefficient and mass of the mobile sensor respectively. At each sampling instant, the mobile unit senses the speed and sends it wirelessly to the controller node. The actuator on the mobile node then adapts the amount of applied force based on the command received from the controller. Starting from an initial speed of \(x(0)\), the goal is to stop the mobile node.

The fact that the parameter to control is the speed makes the problem particularly interesting as changes in speed directly affects the correlation of the fading coefficient emphasizing the impact of control on communication.

The following parameters are chosen for this example:

\(m = .1\, \text{kg},\) \(b = 100\, \text{Ns/m},\) \(T = .01\, \text{sec},\) \(\alpha = 10\)

and the initial speed of \(x(0) = 20\, \text{m/s}\). In the ideal case of perfect communication, the speed, \(x_{\text{ideal}}\), would asymptotically converge to zero. In fact for the given parameters, after 10 iterations (.1 sec) we will have

\[
x_{\text{ideal}}^2(\cdot1\,\text{sec})=3.9642\times10^{-6},
\]

at which point the control process can be stopped. We choose this amount of time, \(t_{\text{test}} = .1\, \text{sec}\), to evaluate the performance in the presence of imperfect communication. A 20bit uniform quantizer is used with the range of \([-30\,\text{m/s}, 30\,\text{m/s}]\). Fig. 2 and 3 show the control performance in the presence of imperfect communication. Fig. 2 shows \(E(y^2)\) at

\(^3\)Depending on the application, \(\rho\) may be a function of \(k\).
and as a function of average received $SNR$. To investigate the contribution of fading, Fig. 2 shows the performance in the absence of fading (but in the presence of AWGN and quantization) as well. We can see that in the presence of fading $E(y^2)$ gets significantly higher values indicating considerable impact of fading on the performance. The “no fading” case has an error floor at high $SNR$ due to the quantization effect. Fig. 2 also shows the performance evaluated using the analytical results of the previous section (the star and circle lines). We can see that the analysis and simulation results match very well except for considerably high $SNR$ scenarios. This is as expected as in the analysis we ignored the correlation of the quantization noise. Since the communication noise gets considerably small values at very high $SNR$, the impact of quantization noise correlation can not be neglected any more.

To better see the dynamics of the output, Fig. 3 shows $P_{\text{thresh}}$ as a function of $\text{Threshold}$ for both cases of “fading” and “no fading”. Compared to the “no fading” case, we can see that with higher probabilities the mobile node will have significantly higher speeds in the presence of fading. As $SNR$ increases, fading degrades the performance more considerably. At very high $SNR$ we can see that the “no fading” case reaches an error floor as explained for Fig. 2. Fig. 2 and 3 showed that, depending on the system requirements, fading can result in a considerable delay and/or poor performance of the mobile sensor. Therefore its impact on the control process can not be neglected.

V. Adaptation in Application Layer

As we saw in the previous section, fading can degrade the performance of the control system considerably depending on the dynamics of the mobile node and the communication channel. This suggests that we may benefit from passing the knowledge of the communication channel to the application layer. In other words, the controller should adapt the control commands to the quality of the communication link adding a trust coefficient to its estimate of the sensor measurement. If the channel status is good (i.e. $|h|$ is large), then the controller should choose large $\alpha$. On the other hand, when the channel is in deep fade (i.e. $|h|$ is small), the controller estimate of the sensor measurement should not be trusted and $\alpha$ should be chosen small. This suggests adapting the $\alpha$ of Eq. 3 to

\[ \text{Fig. 3 is obtained from simulation results. It is possible to calculate Eq. 25 for smaller values of } t_{\text{test}}. \text{ However, calculating it for large } t_{\text{test}} \text{ is challenging for this particular problem due to the fact that } \rho \text{ of Eq. 24 changes drastically in the time duration } t_{\text{test}} \text{ as speed changes. We are currently working on approximating } \rho \text{ in order to utilize Eq. 25 for these types of problems.} \]
the communication link quality. Then we will have,

\[ u(k) = -\alpha_{\text{adapt}}(k) \times \tilde{y}(k) \quad \text{where} \]

\[ \alpha_{\text{adapt}}(k) = \alpha_{\text{fixed}} \times G(\tilde{h}^k) \quad \text{where} \]

\[ G_1(\tilde{h}^k) = \frac{\sum_{n=1}^{N} |h_n^k|}{N\sigma_h} \]

\[ G_2(\tilde{h}^k) = \frac{h_n^k}{\sigma_h}, \]

where \( G(\tilde{h}^k) \) is a function of the channel at \( k^{th} \) transmission. As the channel may change during a transmission, \( G \) can be defined in different ways. Eq. 26 shows two possibilities \((G_1 \text{ and } G_2)\). \( G_1 \) uses sum of the absolute values of the channel during each transmission and \( G_2 \) uses the value of the channel at the most significant bit. Since with high probability changes of the channel during each transmission are minor, both functions would yield similar results with high probability. \( \alpha_{\text{fixed}} \) denotes the case of fixed \( \alpha \) of the previous sections. \( \sigma_h^2 \) is the power of the fading coefficient and is added so that \( E(\alpha_{\text{adapt}}^2(k)) = \alpha_{\text{fixed}}^2 \) to facilitate comparison with the no adaptation case.

Fig. 4 and 5 show the performance when application layer is adapting to the quality of the physical layer. When adapting, using either \( G_1 \) or \( G_2 \) results in the same curves for this example. Comparing with the no adaptation case, we can see a considerable improvement in the performance. Fig. 4 shows that \( E(y^2) \) gets considerably smaller values after adaptation. Fig. 5 shows a shift of \( P_{\text{Threshold}} \) curves towards smaller values. The results emphasize the importance of sharing information between communication and control layers.

VI. PRACTICAL ISSUES

In this paper the effect of fading was studied for the case that channel is perfectly estimated in the receiver. Even for such a scenario, we saw that fading degrades the performance considerably. Adding the impact of imperfect channel estimation will further degrade the control performance.

Similarly we used perfect knowledge of the channel at the receiver when adapting. In practice an estimate of the channel should be used. Furthermore, if the channel is changing too fast that obtaining an estimate of the channel in each transmission is not possible, then we can adapt to the statistics of the channel which are changing slower.

VII. SUMMARY

In this paper we studied the impact of time-varying communication links on the control performance of a mobile sensor node. We derived key performance measure parameters to evaluate the overall feedback control performance over narrowband channels. We showed that fading can result in a considerable delay and/or poor performance of the mobile sensor. Then we showed that application layer can use the channel
status information of the physical layer to adapt control commands accordingly. We showed that sharing information across layers can improve the overall performance considerably. The analytical results were verified by simulating a wireless speed control problem.

VIII. NEXT STEP

We are currently working on optimizing the adaptation by understanding the amount of sufficient information that application layer needs to know about the physical layer to meet system requirements. Furthermore, we are working on extending the work presented in this paper to a cooperative and decentralized mobile sensor/actuator network. Then the decisions are made at each mobile node based on the local sensor measurements and the received measurements from other nodes. Therefore, the quality of the communication links would affect the overall performance and should be considered.
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