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Abstract—We analyze a network of dynamic agents where the topology of the network specifies the information flow between the agents. We present an analysis method for such a system for both consensus and formation stabilization problems. To consider the general features introduced by the information flow topology, we consider the case of agent dynamics being a single integrator. Then we show that the method of analysis can be extended to more general cases of complicated agent dynamics, non-ideal links for information flow, etc. We also consider the case when the topology of the network is changing over time. The focus of the paper is on obtaining conditions for the stability of the formation that can be checked in a decentralized way.

I. INTRODUCTION AND MOTIVATION

Control of dynamic agents coupled to each other through an information flow network has emerged as a topic of major interest in recent years. Such a setting can be used to model many real-life situations, such as air traffic control, satellite clusters, swarms of robots, UAV formations, and potentially such applications as the Internet. Compared with more traditional applications of control theory, there are fundamentally new features introduced in this problem. The topology of the information network can have several effects. On one hand, it might introduce problems of instability if the information being fed through the network adds on constructively to the disturbance at a node; on the other, intuitively, it should also serve as a means for better noise rejection for the network as a whole.

As a result of the above-mentioned properties, analysis of this problem has been garnering increasing attention. Fax and Murray [3] obtained a Nyquist-like condition for stability of a formation relating the individual plant transfer function and the Laplacian of the graph generated by the topology of the information flow network. Olfati-Saber and Murray [9] considered the average-consensus problem for the case of single integrators. Chaves et al. [2] considered the case of achieving a regular formation in vehicle networks for a milieu in which information is being lost stochastically. Differential geometric and algebraic conditions were presented in [10] to determine feasibility of directed formations. Jadabaie et al. [6] considered the coordination of a group of autonomous agents when the graph topology changed over time and presented stability results for the case when the switching rule satisfies certain properties.

In this paper, we present a general framework for analysis of both formation stabilization and consensus problems. We extend existing results to consider general plant dynamics. We come up with sufficient conditions for stability that can be checked in a decentralized way, without each node needing to know the entire graph. We also consider the case when formations might be switching according to a Markov chain. This can model disruptions in the information flow topology and can also be used to model intentional change of one formation to another. We also indicate how the approach can be generalized to consider more practical scenarios.

The outline of the paper is as follows. In the next section, we give the notational conventions used and address a few mathematical preliminaries. Then we formulate the problem and present the analysis method for various assumptions. Finally we consider the effect of noise on the analysis. We end with conclusions and present some avenues for further work.

II. NOTATIONS AND MATHEMATICAL PRELIMINARIES

We refer to the individual dynamic agents variously as plants, vehicles or nodes and the information links as channels, edges or links. In particular the node-edge terminology arises naturally from a graph in which the agents are the vertices and the links are edges. We call a link from vehicle $i$ to vehicle $j$ directed if the vehicle $j$ can sense information about vehicle $i$, but not vice-versa. In the graph, we show this by a directed edge from node $j$ to node $i$. We denote the state of the $i$th individual agent at time step $k$ by $x_i[k]$ in the scalar case and $X_i[k]$ in the vector case. We also denote the state of the whole network obtained by stacking the states of each individual agents by $x[k]$ or $X[k]$, in the two cases. Every node has access to its own state $x_i[k]$ as also relative state of its neighbors $x_j[k] - x_i[k]$.

We say a matrix $A$ is (asymptotically) stable if all its eigenvalues lie on or inside (strictly inside) the unit
circle and all eigenvalues on the unit circle are simple. We use the notation $A \otimes B$ to denote the Kronecker product of matrices $A$ and $B$. A brief overview of the properties of Kronecker products can be found in [11].

For a directed graph $G$ (see [1] for a more complete treatment) $O_{\text{max}}$ denotes the maximum out-degree among all nodes in a graph. We denote the set of all out-neighbors of a node $i$ by $N^i_{\text{out}}$. A directed graph is balanced if for each node, the out-degree is the same as the in-degree. We define the Laplacian of a graph by the equation

$$L = D - A,$$

where $D$ is the degree matrix of the graph and $A$ is its adjacency matrix. An important property of $L$ is that all its row sums are zero and thus 0 is an eigenvalue. Also, if a graph has $k$ connected components, then $\text{rank}(L) = n - k$ [1]. For an undirected connected graph, all the eigenvalues of $L$ are strictly positive except for one eigenvalue at 0.

III. Problem Formulation

We wish to solve problems in a decentralized fashion, which involve asking a group of vehicles to move into a formation, alter a formation, or agree about a common point such as the average of their positions, etc. Thus, there are two main issues involved.

- How to move into a specified formation. E.g., the vehicles might be asked to move into a hexagon and maintain their relative positions. The issue here is formation stability corresponding to a particular information flow topology specified.

- How to reach consensus about a particular common point. E.g., the vehicles might be asked to agree on the common center of formation.

Purely from a stability viewpoint, the two issues can be decoupled. Suppose the task for the vehicles moving in a hexagonal formation is to switch into a different formation about the center point. This task can either be viewed as switching into a different formation with new inter-vehicle distances specified. Or it can be viewed as a two-step process. First all the vehicles reach a consensus about the center point. Then each vehicle calculates its position with respect to the center point and calculates the control input required to move to that position. This separation allows us to consider a simple dynamics (the single integrator dynamics) for consensus problems. For formation stability problems, we have to consider the actual dynamics of the plants. Of course, the disturbance rejection properties of the two approaches would be different. Note that since we are considering linear systems, we need to consider only the stability of the system at the origin.

IV. Main Results

In this section, we consider various assumptions and derive our main results for them. As we shall see, for the case of plant dynamics being a single integrator, we usually obtain much tighter results.

A. Ideal Communication Links

Consider a $4$th order plant described by

$$X_i[k + 1] = \Phi X_i[k] + \Gamma U_i[k],$$

where the control law $U_i[k]$ is given by

$$U_i[k] = F_i^1 X_i[k] + F_i^2 \left( \sum_{j \in N^i_{\text{out}}} (X_i[k] - X_j[k]) \right).$$

For simplicity, we consider the matrices $F_i^1$ and $F_i^2$ to be independent of the subscript $i$, and denote them by $F_1$ and $F_2$, respectively. This means that all vehicles have identical control laws. We can easily generalize to the case where this is not true. For the whole system, we thus obtain

$$X[k + 1] = [I \otimes (\Phi + \Gamma F_1) + L \otimes \Gamma F_2] X[k].$$

Here $I$ is identity matrix of suitable dimension while $L$ is the graph Laplacian. The system is stable if and only if $[I \otimes (\Phi + \Gamma F_1) + L \otimes \Gamma F_2]$ is stable. We note the following result.

**Proposition 1:** Let $\lambda_i$ denote the eigenvalues of the matrix $L$. Then the eigenvalues of the matrix $(I \otimes A + L \otimes B)$ are the same as the eigenvalues of the smaller matrices $(A + \lambda_i B)$.

**Proof:** Let $X$ be an eigenvector of $L$, corresponding to eigenvalue $\lambda$ and $Y$ be an eigenvector of the matrix $(A + \lambda B)$, with the eigenvalue $\mu$. Now consider

$$(I \otimes A + L \otimes B)(X \otimes Y) = [X \otimes (A Y) + L X \otimes BY]$$

$$= X \otimes A Y + \lambda X \otimes BY$$

$$= X \otimes ((A + \lambda B)Y)$$

$$= X \otimes (\mu Y)$$

$$= \mu (X \otimes Y).$$

Thus $(X \otimes Y)$ is an eigenvector of $(I \otimes A + L \otimes B)$ as well with the eigenvalue $\mu$.

So we should look at the eigenvalues of the matrix $\Phi + \Gamma F_1 + \lambda \Gamma F_2$, where $\lambda$ runs through all the eigenvalues of the graph Laplacian $L$. Any Laplacian matrix $L$ has at least one eigenvalue being equal to zero. Thus

- A necessary condition for the system to be stable is that the individual plant be stabilized while using only its own absolute measurements, ie, the matrix $\Phi + \Gamma F_1$ be stable.

- Since most systems we are interested in are unstable on their own ($\Phi$ is unstable), this means it is
impossible to stabilize such systems using only the relative measurements.

- Although the above condition can be turned into a sufficient condition as well if we let $F_2$ be a zero vector, we are not interested in this case since it corresponds to a formation of vehicles each worrying about its own position without any consideration for other vehicles. This would intuitively have poorer disturbance rejection properties.
- Also note that in case all we are worried about is relative stability, we can allow simple eigenvalues on the unit circle for the matrix $\Phi + \Gamma F_1$.

For the single integrator case, we consider the control law proposed in [9] for continuous time, which says that the $i$th agent applies the control law

$$u_i = \sum_{j \in N^+_i} (x_i - x_j).$$

If we discretize the system with a step size $h$, the whole system can be written in the form

$$x[k + 1] = (I - h \times L)x[k].$$

Obviously, if $\lambda_i$ are the eigenvalues of $L$, the system is asymptotically stable if $1 - h \times \lambda_i$ lie within the unit circle for all $i$. Also, the system can never be stable if $L$ has negative eigenvalues or non-zero eigenvalues. For a case like a connected undirected graph, we have the stability condition [8]

$$h < 2/\rho(L),$$

where $\rho(L)$ denotes the spectral radius of $L$. In general, we note the following result.

**Proposition 2:** For the single integrator case, a sufficient condition for stability of the formation is $h < \frac{1}{\Omega_{\text{max}}}$, $\Omega_{\text{max}}$ denoting the maximum outdegree of the nodes. For connected undirected graphs, a necessary condition is $h < \frac{1}{\Omega_{\text{max}}}$.  

**Proof:** By Gershgorin’s theorem the spectral radius of $L$ is bounded by twice the maximum out-degree of the nodes. Thus all eigenvalues $1 - h\lambda$ would lie in the unit circle if $h < \frac{1}{\Omega_{\text{max}}}$. Thus a sufficient condition for stability is $h < \frac{1}{\Omega_{\text{max}}}$. For connected undirected graphs, the maximum eigenvalue of a Laplacian matrix $L$ is never smaller than the maximum outdegree of a node in the graph. Thus a necessary condition for stability is $h < \frac{2}{\Omega_{\text{max}}}$. ◼

Note that the higher the connectivity of the graph, the smaller the time step should be. This is not an intuitive result. Also we note that for undirected graphs, the column sum of $L$ is zero. Thus the column sum of $I - hL$ is 1, and hence the average of $x[k]$ is invariant. Thus the system would converge to the average value of $x[0]$ if the system is asymptotically stable and the average-consensus problem would be solved. This result was stated as proposition 2 in [8].

For a directed graph, we note that the Laplacian is not necessarily symmetric. The sufficiency proof given above is still valid. However, the nodes would agree to the average only if the average is invariant. For this, we require the graph to be balanced as well. Also note that the requirement of eigenvalues on the periphery of the unit circle being simple requires the graph to be strongly connected. Formation stability does not require the column sum of state transition matrix to be unity.

### B. Formation Switching

Let us now consider the case of formation switching between two topologies as a Markov chain, with the Markov state known. The case for more Markov states is similar. One situation that can be modeled using Markov chains is in the scenario of control across communication channels where we can deal with neighbors being assumed lost due to communication problems by this approach. The simplest model for a wireless channel is the Gilbert channel model [12], which consists of two states. The ‘Bad’ state is the one in which the transmitter is in deep fade and hence cannot send out data. The ‘Good’ state means the vehicle can transmit and/or receive data correctly. The transition probabilities of the two states are usually experimentally measured for various environments. In such a scenario, we can model the network as a collection of nodes which transition independently between these topologies.

Again assume that the communication links are ideal and two vehicles are either in perfect communication state or the link between them is totally broken. Suppose in the Markov state $i$, the system evolves as

$$z[k + 1] = K_i z[k].$$

If the Markov state is known to the controller, the stability of the system depends on the stability of the matrix $(Q^T \otimes I)\text{diag}(A_i)$ [7], where $A_i = K_i \otimes K_i$. $Q$ is the transition probability matrix of the Markov chain.

Thus, for the 2-state Markov chain to be stable, the matrix

$$\begin{bmatrix} q_{11}H_1 \otimes H_1 & q_{21}H_2 \otimes H_2 \\ q_{12}H_1 \otimes H_1 & q_{22}H_2 \otimes H_2 \end{bmatrix}$$

should be stable, where

$$H_i = [I \otimes (\Phi + \Gamma F_1) + L_i \otimes \Gamma F_2]$$

$$Q = \begin{bmatrix} q_{11} & q_{12} \\ q_{21} & q_{22} \end{bmatrix}.$$  

Here the subscripts on the Laplacian $L$ define the two Markov states. Note that the eigenvalues of the matrix given above also yield an indication about how fast the system node values converge to the average.
For the single integrator case, the matrix to be looked at for stability is
\[
M = \begin{bmatrix} q_{11} U_1 & q_{21} U_2 \\ q_{12} U_1 & q_{22} U_2 \end{bmatrix},
\]
where the matrices \(U_1\) and \(U_2\) are given by
\[
U_i = (I - h_i L_i) \otimes (I - h_i L_i).
\]

**Proposition 3:** Consider the single integrator dynamics. In the case of directed or balanced directed graphs, if the origin is stable for both the Markov states individually, it is stable for the Markov chain as well, provided \(h < 1/\Omega_{\text{max}}\).

**Proof:** We note that the matrix \(M\) can be written as the product of the two matrices
\[
M_1 = \begin{bmatrix} q_{11} I & q_{21} I \\ q_{12} I & q_{22} I \end{bmatrix},
M_2 = \begin{bmatrix} U_1 & 0 \\ 0 & U_2 \end{bmatrix}.
\]
The 1-norm of \(M_1\) is 1. For \(M_2\), if \(h < 1/\Omega_{\text{max}}\), all the terms of the matrix \((I - hL)\) are positive. Also the column sum of matrix \((I - hL)\) is 1 for undirected graphs or balanced directed graphs. Thus the column sum of matrix \((I - hL) \otimes (I - hL)\) is also 1. So the absolute column sum of \(M_2\) is also 1. Since 1-norm is submultiplicative, the 1-norm of \(M\) is bounded by 1. But the spectral radius of a matrix is bounded by its 1-norm. Thus all the eigenvalues of \(M\) lie within the unit circle and the Markov chain is stable.

It is however apparent that even if one of the Markov states is unstable, the Markov chain might still be stable.

### C. Transformation of One Formation into Another

Let us now consider the previous result for a chain \(P_1 \rightarrow P_2 \rightarrow P_3\) of formations. Such a situation might arise if the vehicles want to change from one formation to another formation, but this maneuver involves going through a potentially unstable formation. We want to characterize all the maneuvers that yield a stable chain. For simplicity, consider only one intermediate formation.

Take the transition probability matrix of the form
\[
Q = \begin{bmatrix} (1 - p_1) & p_1 & 0 \\ 0 & (1 - p_2) & p_2 \\ 0 & 0 & 1 \end{bmatrix}.
\]
The matrix to be checked for stability turns out to be a lower block triangular matrix. Thus, we need to check the eigenvalues of the matrices \((1 - p_1) H_1 \otimes H_1, (1 - p_2) H_2 \otimes H_2\) and \(H_3 \otimes H_3\), where
\[
H_i = [I \otimes (\Phi + \Gamma F_1) + L_i \otimes \Gamma F_2].
\]

We again note that a sufficient condition for stability is that all the intermediate states be individually stable, but that this condition is not necessary. Also, the order of formations encountered in the chain usually plays an important role in stability of the chain.

We now wish to obtain a characterization for all the intermediate states to be stable in terms of some physical parameter like the connectivity.

**Theorem 4:** A sufficient condition for the matrix \((I \otimes (\Phi + \Gamma F_1) + L \otimes \Gamma F_2) \otimes (I \otimes (\Phi + \Gamma F_1) + L \otimes \Gamma F_2)\) to be stable is
\[
\sigma_{\text{max}}(\Phi + \Gamma F_1) + \rho(L)\sigma_{\text{max}}(\Gamma F_2) < 1.
\]
Here \(\rho(A)\) is the spectral radius of \(A\) and \(\sigma_{\text{max}}(A)\) is its spectral norm.

**Proof:** The eigenvalues of the matrix \([I \otimes (\Phi + \Gamma F_1) + L \otimes \Gamma F_2]\) are the same as those of \(\Phi + \Gamma F_1 + \lambda \Gamma F_2\) where \(\lambda\) is an eigenvalue of the matrix \(L\). Now, by definition, the spectral norm satisfies the property \(\sigma_{\text{max}}(A + B) \leq \sigma_{\text{max}}(A) + \sigma_{\text{max}}(B)\). Thus the norm of \(\Phi + \Gamma F_1 + \lambda \Gamma F_2\) is less than the sum of norms of the matrices \(\Phi + \Gamma F_1\) and \(\lambda \Gamma F_2\). Since \(\lambda\) is a scalar, the norm of \(\lambda \Gamma F_2\) is given by \(|\lambda|\) times the norm of \(\Gamma F_2\). Thus we obtain that if \(\sigma_{\text{max}}(\Phi + \Gamma F_1) + |\lambda_{\text{max}}(L)|\|\Gamma F_2\| < 1\) with \(\lambda_{\text{max}}(L)\) denoting the eigenvalue of \(L\) with the highest absolute value, the norm of the matrix \(\Phi + \Gamma F_1 + \lambda \Gamma F_2\) is also less than 1. Thus the spectral radius is less than 1 and this matrix is stable. This, in turn implies that the matrix \([I \otimes (\Phi + \Gamma F_1) + L \otimes \Gamma F_2]\) is stable. Finally we note that the eigenvalues of a matrix \(A \otimes B\) are simply the products of the various eigenvalues of \(A\) and \(B\). Thus the matrix \([I \otimes (\Phi + \Gamma F_1) + L \otimes \Gamma F_2] \otimes [I \otimes (\Phi + \Gamma F_1) + L \otimes \Gamma F_2]\) would be stable as well. Also note that \(|\lambda_{\text{max}}(L)|\) is \(\rho(L)\) by definition.

Using this theorem and the fact that \(\rho(L)\) for a Laplacian matrix is always bounded by \(2\Omega_{\text{max}}\), \(\Omega_{\text{max}}\) denoting the maximum out-degree among the nodes, we get the following sufficient condition for stability of a formation change.

**Proposition 5:** Consider all the formations in the chain. If \(\Omega_{\text{max},i}\) denotes the maximum out-degree of the nodes in the \(i\)-th formation, and \(\Omega_{\text{max}}\) denotes the maximum value among all the \(\Omega_{\text{max},i}\)’s, then \(\sigma_{\text{max}}(\Phi + \Gamma F_1) + 2 \times \Omega_{\text{max}} \times \sigma_{\text{max}}(\Gamma F_2) < 1\) is a sufficient condition for stability of the formation change. An even looser condition for stability is that the maximum out-degree of the nodes should not increase, but the graph should remain connected and the condition \(\sigma_{\text{max}}(\Phi + \Gamma F_1) + 2 \times \Omega_{\text{max},i} \times \sigma_{\text{max}}(\Gamma F_2) < 1\) should be satisfied for the initial and last formations.

**Remarks:**
- Note that we can use other norms instead of the 2-norm of the matrices.
• Also note that we have given only a sufficient condition, so it can be expected to be more strict than necessary.

For the single integrator case, in particular, the matrices to be checked for stability are \((1 - p_1)(I - h_1 L_1) \otimes (I - h_1 L_1), \ (1 - p_2)(I - h_2 L_2) \otimes (I - h_2 L_2)\) and \((I - h_3 L_3) \otimes (I - h_3 L_3)\). In this case, we directly note that if an intermediate formation is unstable, a high value of \(p_2\) would mean lower eigenvalues of the system. This corresponds to higher probability of moving away from the unstable state, which is an intuitive result. In fact we can get a bound on \(p_2\) to ensure that the matrix \((1 - p_2)(I - h_2 L_2) \otimes (I - h_2 L_2)\) is always stable.

**Theorem 6:** A sufficient condition for the matrix \((1 - p)(I - hL) \otimes (I - hL)\) to be stable is that
\[
p > 4O_{\text{max}}h(O_{\text{max}}h - 1)/(1 - 2O_{\text{max}}h)^2.
\]

**Proof:** As noted above, the eigenvalues of the Laplacian matrix \(L\) lie inside a disk centered on the point \((O_{\text{max}}, 0)\) and a radius of \(O_{\text{max}}\). Thus the eigenvalues of the matrix \((I - hL)\) would lie inside a disk centered at \((1 - hO_{\text{max}}, 0)\) and of radius \(hO_{\text{max}}\). The eigenvalue with the maximum possible magnitude can hence either be 1 or 1 - 2O_{\text{max}}h. So we obtain that for the matrix \((1 - p)(I - hL) \otimes (I - hL)\), the eigenvalue with the maximum possible magnitude can be either \((1 - p)\) or \((1 - p)(1 - 2O_{\text{max}}h)^2\). If it is the former, the matrix is always stable since \(0 < p < 1\). If it is the latter, we obtain as the condition
\[
(1 - p)(1 - 2O_{\text{max}}h)^2 < 1,
\]
which implies the stated condition. Note that if \(O_{\text{max}}h < 1\), this condition is always satisfied. This corresponds to the case where the maximum magnitude of an eigenvalue possible is 1.

In the above result, we have treated \(p\) as constant, since we were only interested in evaluating the effect of the graph topology on stability. If we assume that the discrete-time Markov chain has arisen from the sampling of a continuous-time Markov process, then \(p\) increases with \(h\). We can thus get bounds on the rates of the underlying Markov process.

Recalling that a sufficient condition for stability of a formation is that \(h < 1/O_{\text{max}}\), \(O_{\text{max}}\) being the maximum out-degree of the nodes, we obtain a sufficient condition for stability.

**Proposition 7:** Consider all the formations in the chain. If \(O_{\text{max},i}\) denotes the maximum out-degree of the nodes in the \(i\)th formation, and \(O_{\text{max}}\) denotes the maximum value among all the \(O_{\text{max},i}\)’s, then \(h < 1/O_{\text{max}}\) is a sufficient condition for stability of the formation change. An even looser condition for stability is that the maximum out-degree of the nodes should not increase, but the graph should remain connected and the condition \(h < 1/O_{\text{max}}\) should be satisfied for the initial and last formations.

A more practical case is that of non-ideal communication links. Our formulation can be easily extended to such cases as shown in [5].

### D. Different Plant Models

An important extension of the theory we are developing would be to address the cases of vehicles not being identical. Let us first assume that each vehicle has the same state-space representation and that the differences lie in the system transition matrix \(\Phi\). We assume the same control laws as before, so we obtain for each node
\[
X_i[k + 1] = \Phi_i X_i[k] + \Gamma_i U_i[k].
\]
For the whole system we thus obtain
\[
X[k + 1] = (\Phi + I \otimes \Gamma F_1 + L \otimes \Gamma F_2) X[k],
\]
where \(\Phi\) is a block diagonal matrix with the matrices \(\Phi_i\) on the diagonal. Let \(\|X\|_{\infty}\) be the \(\infty\)-norm of \(X\). We obtain [5] the following result.

**Theorem 8:** A sufficient condition for the matrix \((\Phi + I \otimes \Gamma F_1 + L \otimes \Gamma F_2)\) to be stable is that \(\|\Phi_i + \Gamma F_1\|_{\infty} + 2 \times O_{\text{max}} \times \|\Gamma F_2\|_{\infty} < 1\) for all vehicles \(\Phi_i\).

In the case that the various vehicles do not have the same state-space representation, in order to use concepts like relative measurement, the outputs of the system still have to be the same. Thus the situation can be described by the following equations for the \(i\)th vehicle.

\[
\begin{align*}
X_i[k + 1] &= \Phi_i X_i[k] + \Gamma_i U_i[k] \\
Y_i[k] &= C_i X_i[k] \\
U_i[k] &= F_1 Y_i[k] + F_2 \left[ \sum_{j \in N_i^{\text{out}}} (Y_i[k] - Y_j[k]) \right].
\end{align*}
\]

Thus for the whole system, we have
\[
X[k + 1] = (\Phi + \Gamma F_1 C + L_{\text{gen}}) X[k],
\]
where the matrix \(\Phi + \Gamma F_1 C\) is a block diagonal matrix with matrices \(\Phi_i + \Gamma_i F_1 C_i\) on the diagonal. The matrix \(L_{\text{gen}}\) is generated by replacing in the adjacency matrix, each non-zero \((i, j)\)th element by the matrix \(-\Gamma_i F_2 C_j\); every non-diagonal zero element by a zero matrix of suitable dimensions; and the zero element on the diagonal by a matrix such that every row sum becomes zero.

**Remarks:**

• This is the first time we have introduced in our formulation the notion of output as being different from the state vector. It is fairly obvious that if all the plants are the same but we do not have access to the full state, we can use outputs and
state-observers. The method would still work given the usual constraints of observability.

- A slightly different notion is that of identical plants but where we want only a subset of the state components to achieve a formation. This can arise, e.g., if the state includes linear motion as well as the angular motion, but for the formation purposes we are concerned with only the linear motion components. Then we can set \( C_i \) to be a zero matrix with unity on the diagonal for the components we are interested in. We can follow the above procedure again. Of course, in this case, the matrices \( \Phi + \Gamma F_1 C \) and \( L_{gen} \), would be expressible in terms of Kronecker products as usual. In the specification of the formation vector, we can choose the values of the non-wanted components of the state arbitrarily.

### E. Susceptibility to Noise

In practice, noise would be present in the state information passed to each node, e.g., due to additive noise from the communication channel or use of a technology like GPS. However, note that we have always been able to reduce the whole system into a linear system of the form \( X[k] = \Phi X[k-1] \). If the noise is additive, the only change in the above equation would be that \( X[k-1] \) would be replaced by a corrupted estimate \( X[k-1] + \Delta \), where \( \Delta \) denotes the additive noise component. Thus we would still obtain the system equation as \( X[k] = \Phi X[k-1] + \Phi \Delta \). Obviously as long as the noise is bounded, the system still remains stable, if it was stable for the noiseless case.

### V. Conclusions and Future Work

In this paper we looked at the formation stabilization problem and the consensus problem for a group of interconnected agents. We presented an analysis method for such a system that is easily generalizable. We came up with sufficient conditions for stability which could be checked locally at each node with access only to local information. We also looked at the problem of changing a formation into another and came up with conditions under which it can be done. We showed that the information topology plays an important role. In particular the number of agents supplying information to any node is an important parameter.

This work can be extended in several ways. We can look at the performance analysis question and synthesize some sort of optimal control law. Also questions like how to put constraints on topology and whether the control law can be synthesized separately from the topology are issues to be considered.
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