A potential two-scale traveling wave singularity for 3D incompressible Euler equations
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ABSTRACT

In this paper, we investigate a potential two-scale traveling wave singularity of the 3D incompressible axisymmetric Euler equations with smooth initial data of finite energy. The two-scale feature is characterized by the property that the center of the traveling wave approaches to the origin at a slower rate than the rate of the collapse of the singularity. The driving mechanism for this potential singularity is due to two antisymmetric vortex dipoles that generate a strong shearing layer in both the radial and axial velocity fields. Without any viscous regularization, the 3D Euler equations develop an additional small scale characterizing the thickness of the sharp front. In order to stabilize the rapidly decreasing thickness of the sharp front, we apply a vanishing first order numerical viscosity to the Euler equations. We present numerical evidence that the 3D Euler equations with this first order numerical viscosity develop a locally self-similar blowup at the origin.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction

The question regarding the global regularity of the 3D Euler equations with smooth initial data of finite energy is one of the most challenging problems in fluid dynamics and nonlinear partial differential equations. The interested readers may consult the excellent survey [1] and the references therein. The main difficulty associated with the global regularity of the 3D Euler equations is the presence of vortex stretching, which is absent in the corresponding 2D problem. In recent years, there has been some encouraging progress in search for potential Euler singularities. In particular, Luo and Hou [2,3] presented strong numerical evidence that the 3D axisymmetric Euler equations develop a finite time singularity on the boundary. The presence of the boundary and the symmetry properties of the initial data seem to play a crucial role in generating a stable finite time singularity reported in [2,3]. In a recent paper [4], we presented strong numerical evidence that the 3D incompressible axisymmetric Navier–Stokes equations with smooth degenerate variable diffusion coefficients and smooth initial data of finite energy seem to develop a two-scale locally self-similar singularity. Unlike the Hou–Luo blowup scenario, the potential singularity for the Navier–Stokes equations with degenerate diffusion coefficients occurs at the origin.

The potential two-scale traveling wave singularity reported in [4] is induced by a potential singularity of the 3D Euler equations. Without the viscous regularization, the 3D Euler equations develop an additional small scale characterizing the thickness of the sharp front. The degenerate variable diffusion coefficients are designed in such a way that they select a stable locally self-similar two-scale solution structure but are weak enough not to suppress the potential singularity mechanism induced by the 3D Euler equations. In this paper, we will further investigate the potential two-scale traveling wave singularity of the 3D Euler equations by applying a first order numerical viscosity to the Euler equations. In some sense, we may consider the solution of the 3D Euler equations with this first order numerical viscosity as a vanishing viscosity limit of the 3D Navier–Stokes equations.

We consider the 3D Navier–Stokes equations in a periodic cylinder as in [2,3]. We impose a no-slip and no-flow boundary condition at \( r = 1 \) and a periodic boundary condition in the axial variable \( z \). Let \( u^i, \omega^i, \) and \( \psi^i \) be the angular components of the velocity, the vorticity, and the vector stream function, respectively. By making the following change of variables [5],

\[
    u_1 = u^0/r, \quad \omega_1 = \omega^0/r, \quad \psi_1 = \psi^0/r,
\]

we transform the Navier–Stokes equations into the following equivalent form

\[
    u_{1,t} + u^i u_{1,i} + u^i u_{1,z} = 2u_1 \psi_{1,z} + \nu(t) \Delta u_1, \quad (1.1a)
\]

\[
    \omega_{1,t} + u^i \omega_{1,i} + u^i \omega_{1,z} = 2u_1 u_{1,z} + \nu(t) \Delta \omega_1, \quad (1.1b)
\]

\[
    \left( \frac{\partial^2}{r^2} + \frac{3}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial z^2} \right) \psi_1 = \omega_1, \quad (1.1c)
\]
where $u^t = -r\psi_{1z}$, $u^z = 2\psi_1 + r\psi_{1r}$. We choose a time-dependent viscosity $\nu(t)$ that depends on the solution and vanishes at the potential singularity time. We use the same initial condition as that given in \[4\].

By choosing an appropriately designed first order numerical viscosity, we show that the potential blowup solution develops a two-scale traveling solution approaching the origin. This two-scale traveling solution shares many features similar to those reported in our previous paper \[4\] using degenerate variable diffusion coefficients. The two-scale traveling wave solution is characterized by the property that the center of the traveling wave, located at $(R(t), Z(t))$ with $R(t) = O(T - t)^{1/2}$, approaches to the origin at a slower rate than the rate of the collapse of the singularity, which is $Z(t) = O(T - t)$. Moreover, the odd symmetry $(z)$ of the initial data of $\psi_1$ generates a dipole structure of the angular vorticity $\omega$. This antisymmetric dipole structure induces a negative radial velocity near $z = 0$, which pushes the solution near $z \to 0$ towards the symmetry axis $r = 0$.

The solution generates a local hyperbolic flow in the rz-plane and leads to strong nonlinear alignment of vortex stretching. Moreover, we observe that $\psi_{1z}(R(t), z, t)$ is a monotonic decreasing function of $z$ and is relatively flat near $z = 0$. On the other hand, $\psi_{1z}(R(t), z, t)$ decreases quickly beyond $z = Z(t)$ and becomes negative. Through the vortex stretching term $2\psi_{1z} \psi_{1z}$ in (1.1a), the difference in the growth rate of $\psi_{1z}$ induces a traveling wave for $u_1$ that approaches $z = 0$ rapidly. The traveling wave is so strong that it overcomes the upward transport of advection. Due to the oddness of $u_1$, in $z$, the solution generates a large positive gradient $u_{1z}$, which contributes positively to the rapidly growth of $\psi_{1z}$ and becomes negative. Through the vortex stretching term $2\psi_1 \psi_1$ in (1.1a), the difference in the growth rate of $\psi_{1z}$ induces a traveling wave for $u_1$ that approaches $z = 0$ rapidly.

Another important feature is that the 2D velocity field $(u^t(t), u^z(t))$ forms a closed circle right above $(R(t), Z(t))$. The flow spins rapidly within this circle region and remains trapped inside this region. This local circle structure of the 2D velocity field is critical in stabilizing the blowup process by keeping the main parts of the $u_1$, $\omega_1$ profiles inside this region and traveling towards the origin.

It is worth emphasizing that the flow dynamically develops a vacuum region between the sharp front of $u_1$ and the symmetry axis $r = 0$. Within the vacuum region, the angular velocity $u^t = ru_1$ is almost zero. Thus, there is almost no spinning around the symmetry axis and the flow effectively travels upward along the vertical direction inside the vacuum region. Outside the vacuum region, the flow spins rapidly around the symmetry axis. The local blowup solution resembles the structure of a tornado and we call the potential singularity “a tornado singularityn”.

The two-scale nature of the potential singular solution presents considerable challenges in obtaining a well-resolved numerical solution for the Euler equations with a first order numerical viscosity. To resolve this potential two-scale singular solution, we design an adaptive mesh by constructing two adaptive mesh maps for $r$ and $z$ explicitly. We use a second order finite difference method to discretize the spatial derivatives and a second order explicit Runge-Kutta method to discretize in time with an adaptive time-step size. As in \[4\], we need to apply a low pass filter to the velocity field to stabilize some mild instability in the tail region.

Based on the asymptotic scaling analysis that we performed in our previous paper \[4\], we choose the time-dependent viscosity $\nu(t)$ to vanish with the order $\nu(O(R(t)^2) + O(Z(t)^2))$ as $(R(t), Z(t))$ approaches the origin. This property and the scaling balance between the vortex stretching and the diffusion term imply that $R(t) = O(T - t)^{1/2}$ and $Z(t) = O(T - t)$. This further implies that the vorticity vector blows up like $O(1/(T - t)^{1/2})$ and the velocity field blows up like $O(1/(T - t)^{1/2})$. The results obtained by our scaling analysis are consistent with our numerical fitting of the blowup rates and surprisingly similar to those obtained by using the degenerate variable diffusion coefficients reported in \[4\]. Application of the well-known Beale–Kato–Majda blowup criteria \[6\] implies that the 3D Navier–Stokes equations with the time-dependent viscosity develop a finite time singularity.

We remark that the first author presented some new numerical evidence that the 3D incompressible axisymmetric Navier–Stokes equations with smooth initial data of finite energy develop nearly singular solutions at the origin \[7\]. The new initial condition introduced in \[7\] shares several attractive features of a more sophisticated initial condition constructed by Hou–Huang in \[4\]. This nearly singular behavior of the Navier–Stokes equations is induced by a potential finite time singularity of the 3D Euler equations reported in \[8\]. One important feature of the potential Euler singularity is that the solution develops nearly self-similar scaling properties that are compatible with those of the 3D Navier–Stokes equations, i.e. $Z(t) \sim (T - t)^{1/2}$. The numerical results presented in the 3D Navier–Stokes equations develop nearly singular scaling properties with maximum vorticity increased by a factor of $10^7$. However, the 3D Navier–Stokes equations with this initial data do not develop a finite time singularity. On the other hand, the 3D Navier–Stokes equations with a slowly decaying time-dependent viscosity of order $O(|\log(T - t)|^{-3})$ seems to develop a finite time singularity.

There have been a number of important theoretical results for the 3D Euler equations. One of the best known results for the 3D Euler equations is the Beale–Kato–Majda non blowup criteria \[1\], which states that the 3D Euler equations develop a finite time singularity at time $T$ from smooth initial data if and only if $\int_0^T \|\omega\|_{L^\infty} dt = \infty$. In \[9\], Constantin–Fefferman–Majda showed that the local geometric regularity of the vorticity vector near the region of maximum vorticity could lead to the dynamic depletion of vortex stretching, thus preventing a potential finite time singularity (see also \[10\]). An exciting recent development is the work by Elgindi \[11\] (see also \[12\]) who proved that the 3D axisymmetric Euler equations develop a finite time singularity for a class of $C^{1,\alpha}$ initial velocity with no swirl. There have been a number of very interesting results inspired by the Hou–Lou blowup scenario \[2,3\], see e.g. \[13–17\] and the excellent survey article \[18\]. There has been a number of previous attempts to search for potential Euler singularities numerically. These include \[19,19–26\]. We refer to a recent review article \[27\] for a more comprehensive list of other numerical results related to potential Euler singularities.

The rest of the paper is organized as follows. In Section 2, we review some major findings of the Navier–Stokes equations using degenerate variable diffusion coefficients reported in our previous paper \[4\], including the first sign of singularity and the main features of the potentially singular solution. In Section 3, we investigate the 3D Navier–Stokes equations using a time-dependent vanishing viscosity. Some concluding remarks are made in Section 4.

### 2. The Navier–Stokes equations with degenerate variable diffusion coefficients

In this section, we review some major findings in our previous paper in which we investigated the potential two-scale traveling wave singularity for the 3D incompressible Navier–Stokes equations with degenerate variable diffusion coefficients. These results are closely related to the results that we are going to present for the 3D incompressible Euler equations with time-dependent vanishing numerical viscosity.
2.1. Description of the problem

We consider the 3D incompressible axisymmetric Navier–Stokes equations with variable diffusional coefficients:

\[ \mathbf{u}_t + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \nabla \cdot (\nu \nabla \mathbf{u}), \]
\[ \nabla \cdot \mathbf{u} = 0, \tag{2.1} \]

where \( \mathbf{u} = (u^r, u^\theta, u^z)^T : \mathbb{R}^3 \mapsto \mathbb{R}^3 \) is the 3D velocity vector, \( p : \mathbb{R}^3 \mapsto \mathbb{R} \) is the scalar pressure, \( \nabla = (\partial_r, \partial_\theta, \partial_z)^T \) is the gradient operator in \( \mathbb{R}^3 \), and \( \nu : \mathbb{R}^3 \mapsto \mathbb{R}^{3 \times 3} \) is the variable diffusion tensor. When the diffusion is absent (i.e., \( \nu = 0 \)), Eq. (2.1) reduce to the 3D Euler equations. We choose the variable diffusional tensor such that

\[ \nu = \text{diag}(\nu^r, \nu^\theta, \nu^z) \]

in the cylindrical coordinates, where \( \nu^r = \nu^r(r, z), \nu^\theta = \nu^\theta(r, z) \) are functions of \((r, z)\). This is equivalent to choosing \( \nu = \text{diag}(\nu^r, \nu^\theta, \nu^z) \) with \( \nu^r = \nu^\theta = \nu^z \) in the Euclidean coordinates \((x, y, z)\) = \((r \cos \theta, r \sin \theta, z)\). In order for \( \nu \) to be a smooth function in the primitive coordinates \((x, y, z)\), we require that \( \nu^r(r, z), \nu^\theta(r, z) \) are even functions of \( r \) with respect to \( r = 0 \). Let \( \mathbf{u}^0, \omega^0 \) and \( \psi^0 \) be the angular velocity, the angular vorticity and the angular stream function, respectively. To remove the singularity, Hou and Li [5] introduced the variables

\[ u_1 = u^0/r, \quad \omega_1 = \omega^0/r, \quad \psi_1 = \psi^0/r \]

and transformed the axisymmetric Navier–Stokes equations into the equivalent form

\[ u_{1,t} + u^0 u_{1,r} + \nu^r u_{1,z} = 2u_1 \psi_1 + f_{u_1}, \tag{2.2a} \]
\[ \omega_{1,t} + u^0 \omega_{1,r} + \nu^r \omega_{1,z} = 2u_1 \psi_1 + f_{\omega_1}, \tag{2.2b} \]
\[ \frac{3}{r} \partial_r \left( \frac{u^r}{r} \right) - \frac{\partial_\theta}{r} \psi_1 = 0, \tag{2.2c} \]
\[ \mathbf{u}^0 = -r \psi_1, \quad \mathbf{u}^r = 2\psi_1 + r \psi_1/r, \tag{2.2d} \]

where the diffusion terms \( f_{u_1}, f_{\omega_1} \) are given by

\[ f_{u_1} = \nu^r \left( u_{1,r} + \frac{3}{r} u_{1,t} \right) + \nu^z u_{1,z} + \frac{1}{r} u^r_1 u_1 + \frac{1}{r} u^\theta_1 u_1 + \nu^r u_{1,r} + \nu^\theta u_{1,\theta} + \nu^z u_{1,z}, \tag{2.3a} \]
\[ f_{\omega_1} = \nu^r \left( \omega_{1,r} + \frac{3}{r} \omega_{1,t} \right) + \nu^z \omega_{1,z} + \frac{1}{r} u^r_1 \omega_1 + \frac{1}{r} u^\theta_1 \omega_1 + \nu^r \omega_{1,r} + \nu^\theta \omega_{1,\theta} + \nu^z \omega_{1,z}, \tag{2.3b} \]

where \( u_1 \) and \( \omega_1 \) are even function of \( r \), \( f_{u_1}, f_{\omega_1} \) are well defined as long as the solution is smooth. We will solve the transformed equations (2.2) in the cylindrical region \( \mathcal{D} = \{(r, z) : 0 \leq r \leq 1, 0 \leq z \leq 1/2\} \).

2.1.1. Initial data

The initial data introduced in [4] are given by

\[ u_1^0(r, z) = m^{(1)}_u \frac{u_1^{(1)}(r, z)}{|u_1^{(1)}|}, \quad m^{(1)}_u \equiv \frac{\sin(2\pi z)}{1 + (\sin(\pi z)/a_1)^2 + (\sin(\pi z)/a_2)^4} \tag{2.4a} \]
\[ \omega_1^0(r, z) = m^{(2)}_\omega \omega_1^{(1)}(r, z), \quad m^{(2)}_\omega \equiv \frac{\sin(2\pi z)}{1 + (r/a_1)^2 + (r/a_2)^4} \tag{2.4b} \]

where

\[ u_1^{(1)} = \frac{\sin(2\pi z)}{1 + (\sin(\pi z)/a_1)^2 + (\sin(\pi z)/a_2)^4} \tag{2.5a} \]
\[ \omega_1^{(1)} = \frac{\sin(2\pi z)}{1 + (r/a_1)^2 + (r/a_2)^4} \tag{2.5b} \]

and \( \omega_2^{(1)} = \sin(2\pi z) \cdot r^2(1 - r^2) \).

The parameters are chosen as follows:

\[ m^{(1)}_u = 7.6 \times 10^3, \quad m^{(2)}_\omega = 50, \quad m^{(1)}_u = 8.6 \times 10^7, \quad m^{(2)}_\omega = 50, \]
\[ a_1 = (1.2 \times 10^{-4})^4, \quad a_2 = (2.5 \times 10^{-4})^4, \]
\[ a_1 = 9 \times 10^{-4}, \quad a_2 = 5 \times 10^{-3}, \]
\[ b_1 = (1 \times 10^{-4})^4, \quad b_2 = (1.5 \times 10^{-4})^4, \]
\[ b_1 = 9 \times 10^{-4}, \quad b_2 = 3 \times 10^{-3}. \]

The function \( g(r, z) \) is defined through a smooth soft-cutoff function, and it forces the profile of \( \omega_2^{(1)} \) to have a smooth “corner” shape. If we define a soft-cutoff function

\[ f_c(x; a, b) = \frac{e^{(a-x)/b} - e^{-(a-x)/b}}{e^{(a-x)/b} + e^{-(a-x)/b}}, \tag{2.6} \]

then \( g(r, z) \) is given by the formula

\[ g(r, z) = (1 - f_c(\sin(\pi z)/\pi; 0.7b_{21}, 0.5b_{21}) \times (1 - f_c(-\sin(\pi z)/\pi; 0.7b_{21}, 0.5b_{21})) \]

\[ \times (1 - f_c(\sin(r/\pi; 0.7b_{21}, 0.5b_{21}) \times f_c(r; b_{21} + 0.5b_{21} - b_{21})), \]

Zoom-in views of the profiles of \( u_1^{(1)} \) and \( \omega_1^{(1)} \) are provided in Fig. 2.1. Moreover, the initial stream function \( \psi_1^{(1)} \) is obtained from \( \omega_1^{(1)} \) via the Poisson equation

\[ \frac{\partial_\theta}{r} \psi_1^{(1)} = \omega_1^{(1)} \quad \text{for} \quad (r, z) \in \mathcal{D}, \]

subject to the homogeneous boundary conditions

\[ \psi_1^{(1)}(0, z) = 0, \quad \psi_1^{(1)}(1, z) = 0, \quad \psi_1^{(1)}(r, 0) = 0, \quad \psi_1^{(1)}(r, 1/2) = 0. \]

This initial condition was designed based on several principles described in [4]. These principles are critical for the solution to trigger a positive feedback mechanism that leads to a sustainable focusing blowup.
small (below \(10^{-7}\)). We remark that the space-dependent parts of potentials singularity formation in our scenario. In fact, removing the time-dependent part in \(v^r, v^z\) after the solution enters a two-scale singularity. On the other hand, the degeneracy of the diffusion is crucial for the solution to develop a two-scale structure. In the stable phase, the solution maintains a certain geometric structure and blows up stably. Beyond the stable phase, the solution exhibits some unstable features that may be due to under-resolution.

We remark that the space-dependent parts of \(v^r, v^z\) are very small (below \(10^{-7}\)) on the whole domain and are of order \(O(r^2) + O(z^2)\) for \(r \leq 10^{-4}\) and \(z \leq 10^{-3}\). The time-dependent part in \(v^r, v^z\) is also very small (below \(4 \times 10^{-7}\) initially) due to the rapid increase of \(\|\omega^r(t)\|_{\infty}\) in time and is non-essential for the potential singularity formation in our scenario. In fact, removing the time-dependent part of \(v^r, v^z\) after the solution enters a stable phase would have no impact on the solution behavior. The degeneracy of the diffusion is crucial for the solution to develop a two-scale singularity. On the other hand, the \(O(1)\) diffusion in the far field prevents the shearing induced instability from destabilizing the locally self-similar solution.

The potential blowup solution we compute develops a long thin tail structure. In [4], we applied a second order low pass filtering to control the mild oscillations induced by the shearing flow along the thin tail. The overall numerical method is still second order in space and time. We have performed careful convergence to confirm that our numerical method is indeed second order accurate, see [4] for detailed convergence study of various solution quantities.

2.2. Profile evolution

In this subsection, we investigate how the profiles of the solution evolve in time. We have computed the numerical solution up to time \(t = 1.76 \times 10^{-4}\) when it is still well resolved. The computation roughly consists of three phases: a warm-up phase \((t \in [0, 1.6 \times 10^{-4}])\), a stable phase \((t \in (1.6 \times 10^{-4}, 1.75 \times 10^{-4}))\), and a phase afterwards \((t > 1.75 \times 10^{-4})\). In the warm-up phase, the solution evolves from the smooth initial data into a special structure. In the stable phase, the solution maintains a certain geometric structure and blows up stably. Beyond the stable phase, the solution exhibits some unstable features that may be due to under-resolution.

In Fig. 2.2, we illustrate the evolution of \(u_1, \omega_1\) in the late warm-up phase by showing the solution profiles at 3 different times \(t = 1.38 \times 10^{-4}, 1.55 \times 10^{-4}, 1.63 \times 10^{-4}\). The magnitudes of \(u_1, \omega_1\) grow rapidly during this time period. The support of the solution travels towards the origin. The profile of \(u_1\) develops sharp gradients along both \(r\) and \(z\) directions. Let \((R(t), Z(t))\) denote the maximum location of \(u_1(r, z, t)\). We will always use this notation throughout the paper. Fig. 2.3 shows the cross sections of \(u_1\) going through the point \((R(t), Z(t))\) in both directions. We also observe a “vacuum” region where \(u_1, \omega_1\) are almost 0 between the sharp front and the symmetry axis \(r = 0\). It is interesting to note that both \(u_1\) and \(\omega_1\) form a long tail part propagating towards the far field. The boundary of the vacuum region plays a role similar to the moving boundary in a two-phase flow.

2.3. Two scales

One important feature of the solution is that it develops a two-scale structure. To see this, we plot the trajectory of the maximum location \((R(t), Z(t))\) of \(u_1(r, z, t)\) in Fig. 2.4 (the first column). We can see that the trajectory tends to become parallel to the horizontal axis \(z = 0\) in the stable phase, implying that \(Z(t)\) converges to 0 much faster than \(R(t)\). To confirm the two-scale structure, we plot in the second column of Fig. 2.4 the ratio \(R(t)/Z(t)\). We observe that this ratio grows rapidly in time, especially in the stable phase. In Fig. 2.5, we show the profiles and level sets of \(u_1, \omega_1\) at time \(t = 1.63 \times 10^{-4}\) in a square domain.
Fig. 2.2. The evolution of the profiles of $u_1$ (row 1 and 2) and $\omega_1$ (row 3 and 4) in Case 1. Line 1 and 3 are the profiles of $u_1, \omega_1$ at three different times; Line 2 and 4 are the corresponding top-views. The red dot is the location of maximum $u_1$.

Fig. 2.3. Cross sections of $u_1$ in both directions at different times.
Fig. 2.4. The trajectory of \((R(t), Z(t))\) and the ratio \(R(t)/Z(t)\) as a function of time for \(t \in [0, 1.76 \times 10^{-4}]\). First row: the whole computation. Second row: the stable phase.

\(\{(r, z) : 0 \leq r \leq 10^{-3}, 0 \leq z \leq 10^{-3}\}\). The profiles are extremely thin in the \(z\) direction, reflecting the scale of \(Z(t)\) (the smaller scale). On the other hand, the distance between the sharp front and the symmetry axis \(r = 0\) is much longer, which corresponds to the scale of \(R(t)\).

Despite the thin structure when we view the solution in a square domain, the solution has a smooth locally isotropic profile. In Fig. 2.6, we plot the local isotropic profiles of \(u_1, \omega_1\) near the sharp front at a later time \(t = 1.75 \times 10^{-4}\). These profiles are very smooth with respect to the smaller scale \(Z(t)\). These local
isotropic profiles are quite stable after the solution enters the stable phase. We will further investigate this in Section 2.9.

We can also interpret the evolution of $u_1$ as some form of "density", as we can see in Fig. 2.6(a) and (b) that the profile of $u_1$ has a clear "two-phase" feature. The sharp cliff surrounding the bulk part of $u_1$ behaves like a "moving boundary" between the two phases (see the red level set of $u_1$ in Fig. 2.6). In the interior of the "moving boundary" (where the red point is located), $u_1$ is large and smooth. We can interpret this as a heavier fluid phase.

On the exterior of the "moving boundary", $u_1$ is close to 0. We can call this a vacuum phase of the fluid. The evolution of the $u_1$ profile thus can be locally interpreted as the evolution of a two-phase flow separated by a "moving boundary".

It is interesting to note that the contours of $u_1$ and $\omega_1$ seem to have the same shape. The thin structure of $\omega_1$ behaves like a regularized 1D delta function supported along the "moving boundary". In [4], we showed that this phenomena is a consequence of a two-scale, locally self-similar blowup.

2.4. Rapid growth

In this subsection, we report some results on the rapid growth of the solution. The maximum of $|u_1|$, $|\omega_1|$ and $|\omega|$ as functions of time are reported in Fig. 2.7. Here

$$\omega = (\omega^\theta, \omega^r, \omega^z)^T = (r_1 u_1, -ru_1, 2u_1 + ru_1, r)^T$$

is the vorticity vector, and

$$|\omega| = \sqrt{(\omega^\theta)^2 + (\omega^r)^2 + (\omega^z)^2}.$$ 

We can see that these variables grow rapidly in time and much faster than a double-exponential rate (see the second row in Fig. 2.7). Using a standard argument, it is not hard to show that the solution to the Navier–Stokes Eqs. (2.1) with a degenerate diffusion coefficient $\nu$ ceases to exist in some regularity class $H^s (s \geq 3)$ beyond a time instant $T$ if and only if

$$\int_0^T \|\nabla u(t)\|_{L^\infty} \, dt = +\infty.$$

Since $\|\omega\|_{L^\infty} \leq \|\nabla u\|_{L^\infty}$, the rapid growth of maximum vorticity $\|\omega\|_{L^\infty}$ is still a good indicator for a finite time singularity in the case of a degenerate diffusion coefficient. We will demonstrate in Section 2.8 that the growth of $\|\omega\|_{L^\infty}$ has a very nice fitting to an inverse power law

$$\|\omega(t)\|_{L^\infty} \approx (T-t)^{-\gamma}$$

for some power $\gamma > 1$. This would imply that the solution develops a potential singularity at a finite time $T$.

2.5. Velocity field

In this subsection, we investigate the feature of the velocity field by looking at the induced streamlines. An induced streamline $\{\Phi(s; X_0)\}_{s \geq 0} \subset \mathbb{R}^3$ is completely determined by the background velocity $u$ and the initial point $X_0 = (x_0, y_0, z_0)^T$ through the initial value problem

$$\frac{\partial}{\partial s} \Phi(s; X_0) = u(\Phi(s; X_0)), \quad s \geq 0; \quad \Phi(0; X_0) = X_0.$$

We will generate different streamlines with different initial points $X_0 = (r_0 \cos(2\pi \theta), r_0 \sin(2\pi \theta), z_0)^T$. Due to the axisymmetry of the velocity field, the streamline depends on $(r_0, z_0)$ only.
themeantime, it circles around the symmetry axis. On the other hand, if the initial point is towards \( z = 0 \) and away from the ring \((0, r_0, 2\pi t_0)\), the streamline will first approach the symmetry axis and then travels upward away from \( z = 0 \). There is almost no spinning since \( u^\theta = ru_\theta \) is small in this region.

(b) \((r_0, z_0) = (0.8, 0.1)\). The streamline starts right above the ring \((R(t_0), Z(t_0))\). It gets trapped in a local region and spins rapidly around the symmetry axis periodically.

(c) \((r_0, z_0) = (1.5R(t_0), 3Z(t_0))\). The streamline starts even higher and away from the ring \((R(t_0), Z(t_0))\). It spins upward and travels away from the blowup region.

2.5.2. The 2D flow

To gain better understanding for the 3D velocity field as shown in Fig. 2.9, we study the 2D velocity field \((u^r, u^\theta)\) in the computational domain \(\mathbb{R}_+\). In Fig. 2.10(a), we plot the vector field of \((u^r(t), u^\theta(t))\) at \(t_0 = 1.7 \times 10^{-4}\) in a local microscopic domain \([0, R_0) \times [0, Z_0]\), where \(R_0 = 2.5R(t_0)\) \(\approx 3.97 \times 10^{-4}\) and \(Z_0 = 8Z(t_0) = 4.50 \times 10^{-5}\). Fig. 2.10(b) is a schematic for the vector field in Fig. 2.10(a).

The vector plot shows that the streamline below \((R(t_0), Z(t_0))\) first travels towards \( r = 0 \) and then moves upward away from \( z = 0 \). Note that the angular velocity \(u^\theta = ru_\theta\) is almost 0 in the region near \( z = 0 \). As the flow gets close to \( r = 0 \), the
strong axial velocity $u^z$ transports $u_1$ from near $z = 0$ upward along the $z$ direction, creating a vacuum region between the sharp front of $u_1$ and the symmetry axis $r = 0$. Moreover, we observe that the velocity field $(u'(t_0), u^z(t_0))$ forms a closed circle right above $(R(t_0), Z(t_0))$ as illustrated in Fig. 2.10(b) and the streamline is hence trapped in this circle region in the $rz$-plane. This local circle structure of the 2D velocity field plays an essential role in stabilizing the blowup process since the majority of $u_1, \omega_1$ is retained within this region instead of being transported upward.

The velocity field $(u'(t), u^z(t))$ also explains the sharp local structures of $u_1, \omega_1$ shown in Fig. 2.6(a),(b). Fig. 2.11 shows the level sets of $u'$, $u^z$ at $t_0 = 1.7 \times 10^{-4}$. The radial velocity $u'$ has a strong shearing layer below $(R(t_0), Z(t_0))$ (the red point). This shearing contributes to the sharp gradient of $u_1$ in the $z$ direction. Similarly, the axial velocity $u^z$ also has a strong shearing layer close to the point $(R(t_0), Z(t_0))$, which explains the sharp front of $u_1$ in the $r$ direction.

2.6. Understanding the blowup mechanism

In this subsection, we would like to further examine several critical factors that lead to a sustainable blowup solution.

2.6.1. Vortex dipoles and hyperbolic flow

First of all, we note that the 2D velocity field $(u', u^z)$ can be extended to the negative $r$ plane as an even function of $r$. The odd symmetry in $z$ of $\omega_1$ constitutes a dipole structure of the angular vorticity $\omega_1^\theta$, which induces a hyperbolic flow in the $rz$-plane and a pair of antisymmetric (with respect to $z$) local circulations. This pair of antisymmetric convective circulations has the desirable property of pushing the solution near $z = 0$ towards $r = 0$. In Fig. 2.12, we show the dipole structure of the initial data $\omega_1^\theta$ in a local symmetric region $(r, z) \in [0, 3 \times 10^{-3}] \times [-3 \times 10^{-4}, 3 \times 10^{-4}]$ and the hyperbolic velocity field induced by it. One of the important features of the antisymmetric vortex dipoles is that it generates a negative radial velocity near $z = 0$, which pushes the solution towards $r = 0$.

2.6.2. The odd symmetry and sharp gradient of $u_1$

First of all, we observe that the driving force for the growth of $\omega_1$ comes from the vortex stretching term $2\psi_{1,2}$. Due to the odd symmetry of $u_1$, $(u_1^2)_{Z}$ is positive and large somewhere between $z = Z(t)$ and $z = 0$, which leads to the rapid growth of $\omega_1$ near $z = 0$. A strong dipole structure of the angular vorticity $\omega_1^\theta$ induces a strong negative radial velocity $u'$ in between the dipole (see Fig. 2.12). From the relationship $\psi_{1,2} = -u' / r$, the growth of $-u'$ around $z = 0$ implies the growth of $\psi_{1,2}$, which in turn contributes to the rapid growth of $u_1$ through the vortex stretching term $2\psi_{1,2}u_1$ in the $u_1$ Eq. (2.2a).

Using the oddness of $\psi_{1}$ as a function of $z$ and the Poisson Eq. (2.2c), one can show that $\psi_{1,2}$, as a function of $z$, achieves its local maximum at $z = 0$ in a neighborhood of $z = 0$ in the singular region. Moreover, $\psi_{1,2}$ decreases rapidly beyond $z = Z(t)$ and even becomes negative further away from $Z(t)$.

The difference in the growth rate of $\psi_{1,2}$ as a function of $z$ and the nonlinear vortex stretching term $2\psi_{1,2}u_1$ in the $u_1$ equation induce a traveling wave for $u_1$ propagating towards $z = 0$. The traveling wave is so strong that it overrides the upward transport of advection along the $z$ direction. The fact that the maximum location of $u_1$ traveling towards $z = 0$ generates an even sharper gradient of $u_1^z$ in the $z$ direction. The whole coupling
To trigger this mechanism, it is important that the maximum location of $\omega_1$ should align with the location where $u_{1z}$ is positive and large, which is slightly lower (in $z$) than the maximum location of $u_1$. This is one of the guiding principles in the construction of our initial data.

Fig. 2.13 demonstrates the alignment between $\psi_{1z}$ and $u_1$. From Fig. 2.13(b), we can see that $\psi_{1z}(R(t), z, t)$ is monotonically decreasing for $z \in [0, 2Z(t)]$ and relatively flat for $z \in [0, 0.5Z(t)]$, and is comparable to $u_1$ in magnitude. This strong quadratic alignment between $u_1$ and $\psi_{1z}$ leads to the rapid growth of $u_1$ and pushes $Z(t)$ moving towards $z = 0$. In Fig. 2.13(c), we plot the alignment ratio $\psi_{1z}(t, Z(t), t)/u_1(t, Z(t), t)$. One can see that the ratio $\psi_{1z}/u_1$ settles down to a stable value in the stable phase which is characterized by the time interval $[1.6 \times 10^{-4}, 1.75 \times 10^{-4}]$. Within this stable phase, we have $\psi_{1z}(t, Z(t), t) / u_1(t, Z(t), t) \sim u_1(t, Z(t), t)$. The formally quadratic alignment between $u_1$ and $\psi_{1z}$ at the maximum location of $u_1$ implies that maximum $u_1$ should blow up like $(T - t)^{-1}$ for some finite time $T$.

### 2.7. The pressure

In this subsection, we study the pressure $p$, which may explain the formation of the potential two-scale blowup from a more physical perspective. Formally, the pressure is related to the velocity field through the Eqs. (2.1), where the variable diffusion coefficient $\nu$ now affects the value of $p$. In order to only investigate the physical meaning of the pressure distribution, we choose to compute the $p$ as the pressure characterized by the original 3D Navier–Stokes equations:

$$-\Delta p = \text{tr}[\nabla u]^2.$$  

This relation only defines $p$ up to a function of $t$. A general way to normalize $p$ for the Navier–Stokes equations in the whole space $\mathbb{R}^3$ is by assuming $p = 0$ at infinity. Accordingly, we will normalize $p$ in our computation by setting $p = 0$ at $(r, z) = (1, 0)$, since the outer boundary $r = 1$ can be viewed as the far field when compared with the vanishing blowup scale.

In Fig. 2.14, we plot the profile of the pressure $p$ in a domain $[8 \times 10^{-5}, 8 \times 10^{-3}]$ at $t = 1.7 \times 10^{-4}$ and compare it with the profile of $u_1$. We can see that the pressure develops a deep well that coincides with the peak of $u_1$, and the maximum location of $u_1$ (the red point) falls right at the bottom of the pressure well. The pressure drop around $(R(t), Z(t))$ forms an attractive hole that prevents the “mass” of $u_1$ from escaping the traveling front of the solution. More rigorously, the fluid particles with high angular velocity are trapped within the low pressure region and forced to travel towards $(r, z) = (0, 0)$. This explains the “two-phase” feature of $u_1$ and the “vacuum” region to the left hand side of the blowup region.

The low pressure well also explains the closed circle in the 2D velocity field $(u', u'')$ as shown in Fig. 2.10. Due to the attracting effect of the pressure well, the flow field is forced to circle around locally near the maximum location of $u_1$. Moreover, we can see that the pressure has large gradient in the $r$ direction as the maximum of $p$ is actually achieved just to the left of the pressure well. The sharp gradient of $p$ here forms a strong force pointing in the opposite direction of the traveling wave and thus generates a sharp front in the solution. This provides another explanation for the formation of the sharp front in $u_1$ from the physical perspective.
The alignment between $u_1$ and $\psi_{1,z}$, (a) and (b): cross sections of $u_1$ and $\psi_{1,z}$ through the point $(R(t), Z(t))$ at $t = 1.7 \times 10^{-4}$. (c): the ratio $\psi_{1,z}/u_1$ at the point $(R(t), Z(t))$ as a function of time up to $t = 1.75 \times 10^{-4}$.

The change of the pressure in time also provides important indicators of potential blowup of the Navier–Stokes equations or the Euler equations. According to [28], if there is a blowup for the Navier–Stokes equations, the minimum of the normalized pressure $p$ must tend to negative infinity at the singularity time, or the maximum of $|u|^2/2 + p$ must tend to positive infinity. A recent result [29] states that the Hessian of $p$ must grow faster than $O((T - t)^{-2})$ if the solution to the Euler equations is to blowup at time $T$. We thus also monitor the growth of the maximums of $-p$, $|u|^2/2 + p$ and $|D^2p|$ and plot them in Fig. 2.15. We can see that they all grow rapidly in time and faster than a double-exponential rate in the stable phase, which provides additional evidence for the potential two-scale singularity in our scenario. In particular, to check the blowup criterion with respect to the pressure Hessian, we need to fit the growth rate of $|D^2p|$ and compare it with $O((T - t)^{-2})$. We will perform careful fitting of growth rate of the solution in the following section.

2.8. Scaling properties of the solution

In this section, we will summarize some main findings of the scaling properties of the solution reported in [4]. In particular, we show that the growth and the spatial scaling of the solution obey some (inverse) power laws.

2.8.1. Linear fitting procedure

For a solution quantity $v(t)$ that is expected to blow up at some finite time $T$, a typical asymptotic model is the inverse power law:
\( v(t) \sim \alpha (T - t)^{-c_v} \quad \text{as} \quad t \to T, \)

(2.9)

where \( c_v > 0 \) is the blowup rate and \( \alpha > 0 \) is some constant. To verify that \( v(t) \) satisfies an inverse power law and to learn the power \( c_v \), we follow the idea of Luo and Hou [3] and study the time derivative of the logarithm:

\[
\frac{d}{dt} \log v(t) = \frac{v'(t)}{v(t)} \sim \frac{c_v}{T - t}.
\]

This naturally leads to the linear regression model

\[
y(t; v) := \frac{v(t)}{v'(t)} - 1 = \frac{1}{c_v} (t - T) = \tilde{a} t + \tilde{b},
\]

(2.10)

with response variable \( y \), explanatory variable \( t \), and model parameters \( \tilde{a} = -1/c_v, \tilde{b} = T/c_v \). The model (2.10) does not always yield an ideal fitting even if the inverse power law (2.9) does exist due to numerical errors and the use of adaptive mesh. To obtain a better approximation of \( c_v \), we will conduct a local search near the crude estimate \( \tilde{c}_v \) and find a value \( c_v \) such that the model

\[
y(t; v) := v(t)^{-1/c_v} \sim \alpha^{-1/c_v} (T - t)^{-1/c_v} \sim \alpha^{-1/c_v} (T - t) =: \tilde{a} t + \tilde{b}
\]

(2.11)

has the best linear regression fitness (the \( R^2 \)) against a least-square test.

### 2.8.2. Fitting of the growth rate

In [4], we have developed some effective fitting procedures to study the scaling properties of the numerical solutions obtained in our computation. Fig. 2.16 shows the fitting results for the quantity \( \|u_1(t)\|_\infty \) on the time interval \([t_1, t_2] = [1.6 \times 10^{-4}, 1.75 \times 10^{-4}]\). We can see that both models, \( y(t; \|u_1\|_\infty) \) and \( y(t; \|u_1\|_\infty) \), have excellent linear fitness with \( R^2 \) values very close to 1 (the \( R^2 \) value for the model \( y(t; \|u_1\|_\infty) \) is greater than \( 1 - 10^{-6} \)). The blowup rates and the blowup times inferred from the two models are close to each other, which cross-validate both models. This strongly implies that \( \|u_1\|_\infty \) has a finite-time singularity of an inverse power law with a blowup rate very close to 1. Recall that \( \psi_{1,2}(R(t), Z(t), t) \sim u_1(R(t), Z(t), t) \) in the stable phase \([1.6 \times 10^{-4}, 1.75 \times 10^{-4}]\). If we ignore the degenerate diffusion, then the equation of \( \|u_1(t)\|_\infty \) can be approximated by

\[
\frac{d}{dt} \|u_1(t)\|_\infty = 2 \psi_{1,2}(R(t), Z(t), t) \cdot u_1(R(t), Z(t), t) \sim c_0 \|u_1(t)\|_\infty^2,
\]

which then implies that \( \|u_1(t)\|_\infty \sim (T - t)^{-1} \) for some finite time \( T \). This asymptotic analysis is now supported by our linear fitting results.

Next, we study the growth of the maximum vorticity \( \|\omega\|_\infty \). We apply the fitting procedure to the maximums of the vorticity components instead of to the maximum vorticity. As an illustration, we present the study of the inverse power law of the axial vorticity component \( \omega_z \). Fig. 2.17 shows the linear fitting for the associated models of \( \|\omega_z(t)\|_\infty \) on the time interval \([t_1, t_2] = [1.6 \times 10^{-4}, 1.75 \times 10^{-4}]\). We observe that both models \( y(t; \|\omega_z\|_\infty) \) and \( y(t; \|\omega_z\|_\infty) \) have good linear fitness:

\[
\|\omega_z(t)\|_\infty \sim (T - t)^{-\tilde{c}_\omega},
\]

with the estimated blowup rate approximately equal to 1.5. This implies that

\[
\int_0^T \|\omega(t)\|_\infty \geq \int_0^T \|\omega_z(t)\|_\infty \ dt = +\infty.
\]

This provides strong numerical evidence of a finite-time singularity of the solution to the initial-boundary value problem (2.2)–(2.5).

As mentioned in Section 2.7, the unbounded growth of the pressure and related quantities may also indicate the existence of a potential finite singularity. We thus also performed linear fitting for the quantities \( \|p\|_\infty, \|u_1^2/2 + p\|_\infty, \|D^2 p\|_\infty \) and obtained the following inverse power law fitting:

\[
\|p\|_\infty \sim (T - t)^{-1}, \quad \|u_1^2/2 + p\|_\infty \sim (T - t)^{-1.28},
\]

\[
\|D^2 p\|_\infty \sim (T - t)^{-2.4}
\]

The linear regression of the associated \( y \) models are shown in Fig. 2.18. The inverse power laws of \( \|p\|_\infty \) and \( \|u_1^2 / 2 + p\|_\infty \) imply that the no-blowup criteria in [28] are violated, and thus a finite time singularity may exist. Moreover, the estimated blowup power of \( \|D^2 p\|_\infty \) being greater than 2 violates the no-blowup
Fig. 2.16. The linear regression of (a) $y(t; \|u_1\|_{L^\infty})$ and (b) $\gamma(t; \|u_1(t)\|_{L^\infty})$ on the time interval $[t_1, t_2] = [1.6 \times 10^{-4}, 1.75 \times 10^{-4}]$. The blue points are the data points obtained from our computation, and the red lines are the linear models. We plot the linear models on a larger interval.

Fig. 2.17. The linear regression of (a) $y(t; \|u_2\|_{L^\infty})$ and (b) $\gamma(t; \|u_2(t)\|_{L^\infty})$ on the time interval $[t_1, t_2] = [1.6 \times 10^{-4}, 1.75 \times 10^{-4}]$. The blue points are the data points obtained from our computation, and the red lines are the linear models. We plot the linear models on a larger interval.

Fig. 2.18. The linear regression of (a) $\gamma(t; \|p\|_{L^\infty})$, (b) $\gamma(t; \|u_1^2/2 + p\|_{L^\infty})$ and (c) $\gamma(t; \|D^2p\|_{L^\infty})$ as functions of time. The blue points are the data points obtained from our computation, and the red lines are the linear models. We plot the linear models on a larger interval.

Criterion in [29], further supporting the potential finite time blowup trend.

2.8.3. Fitting of spatial scales

Similarly, we can perform linear fitting for the two spatial scales of the solution $R(t)$ and $Z(t)$:

$$R(t) = (T - t)^\bar{c}_s, \quad Z(t) = (T - t)^\bar{c}_l. \tag{2.12}$$

We obtain the following power law fitting:

$$R(t) \sim (T - t)^{0.5}, \quad Z(t) \sim (T - t). \tag{2.13}$$

Fig. 2.19 presents the linear regression of model (2.11) for $R(t)^{-1}$, $Z(t)^{-1}$. We can see in Fig. 2.19(a) that $R(t)$ has an excellent fitting to a power law with a rate $\bar{c}_s \approx 0.5$. Fig. 2.19(b) shows that $Z(t)$ also approximately satisfies the power law with a rate $\bar{c}_l \approx 1$. We also observe that the fitness of $Z(t)$ is not as good as that of $R(t)$.
2.9. Numerical evidence of locally self-similar profiles

It is well known that the 3D Euler equations have the scaling invariance property that if \( u(x, t) \) is a solution to the equations, then

\[
\frac{\lambda}{\tau} u \left( \frac{x}{\lambda}, \frac{t}{\tau} \right), \quad \forall \lambda, \tau \in \mathbb{R},
\]

is still a solution. Similarly, the 3D Navier–Stokes equations satisfy a more restricted scaling invariance property that, if \( u(x, t) \) is a solution to the equations, then

\[
\frac{1}{\lambda} u \left( \frac{x}{\lambda}, \frac{t}{\lambda^2} \right), \quad \forall \lambda \in \mathbb{R},
\]

is still a solution. Regarding these scaling properties, a fundamental question is whether the Euler equations or the Navier–Stokes equations have self-similar solutions of the form

\[
u(x, t) = \frac{1}{(T - t)^\beta} U \left( \frac{x - x_0}{(T - t)^\gamma} \right), \quad (2.14)
\]

where \( U \) is a self-similar vector profile and \( \beta, \gamma > 0 \) are scaling exponents. If such a solution exists, it will imply that the Euler equations or the Navier–Stokes equations can develop a focusing self-similar singularity at the point \( x_0 \) at a finite time \( T \).

We remark that these scaling properties of the Euler equations or the Navier–Stokes equations cannot hold globally in our scenario due to the existence of the cylinder boundary at \( r = 1 \) and the variable diffusion coefficients. Nevertheless, a focusing self-similar blowup can still exist asymptotically and locally near the symmetry axis \( r = 0 \). Below we provide some numerical evidence on the existence of locally self-similar profiles in a small-scale neighborhood of \((R(t), Z(t))\), the maximum location of \( u_1 \). More detailed scaling analysis and scaling properties can be found in [4].

Fig. 2.20 compares the level sets of \( u_1 \) at different time instants. The first row of Fig. 2.20 plots the level sets of \( u_1 \) in a local domain \((r, z) \in [0.8 \times 10^{-4}, 2.5 \times 10^{-4}] \times [0, 8 \times 10^{-6}]\). We can see that in a short time interval, from \( t = 1.72 \times 10^{-4} \) to \( t = 1.75 \times 10^{-4} \), the profile of \( u_1 \) changes a lot. The support of the profile shrinks in space and travels towards the origin. The sharp front also becomes thinner and thinner. In the second row of Fig. 2.20, we plot the level sets of the spatially rescaled function \( \tilde{u}_1(\xi, \zeta, t) = u_1(zt/\xi + R(t), Z(t)\zeta, t) \).

We can see that the landscape of \( \tilde{u}_1 \) (in the \( \xi \zeta \)-plane) almost does not change in this time interval. Here

\[
\xi = \frac{r - R(t)}{Z(T)} \sim \frac{r - R(t)}{(T - t)^{\delta}}, \quad \zeta = \frac{Z(T)}{Z(t)} \sim \frac{Z}{(T - t)^{\gamma}}
\]

are dynamically rescaled variables. This observation provides strong evidence on the existence of a self-similar profile \( U(\xi, \zeta) \) for \( u_1 \).

In Fig. 2.21, we compare the level sets of \( \omega_1 \) and the level sets of the spatially rescaled function

\[
\tilde{\omega}_1(\xi, \zeta, t) = \omega_1(Z(t)\xi + R(t), Z(t)\zeta, t)
\]

in a similar manner. Again, we can see that this profile of \( \omega_1 \) has changed a lot in the time interval \( t \in [1.72 \times 10^{-4}, 1.75 \times 10^{-4}] \), while the spatially rescaled profile \( \tilde{\omega}_1 \) seems to converge. This provides strong evidence on the existence of a self-similar profile \( \Omega(\xi, \zeta) \) for \( \omega_1 \).

3. The Euler equations with time-dependent vanishing numerical viscosity

In this section, we study a new scenario of computation for the 3D incompressible Euler equations. In particular, we investigate the potential two-scale singularity for the 3D axisymmetric Euler equations with time-dependent vanishing numerical viscosity. Our computational results imply that the 3D Euler equations may also develop a two-scale traveling wave singularity with the same initial data as in the previous section.

3.1. Description of the problem

As reported in [4], the 3D axisymmetric Euler equations may develop a traveling wave singularity that is qualitatively similar to the potential two-scale singularity of the Navier–Stokes equations with degenerate diffusion. However, without any regularization of viscosity, the Euler equations quickly developed a very thick structure near the sharp front whose thickness collapses to zero even faster than the scale of \( Z(t) \). This extra small scale in the solution of the 3D Euler equations is extremely difficult to resolve numerically, and thus the computation of the potential blowup cannot reach to a stable phase.

In order to study the potential singularity of the 3D Euler equations in a similar scenario for a longer time, we consider to solve the Euler equations with time-dependent vanishing numerical viscosity that may regularize the extra scale. That is, we still consider the equations of the form (2.1) while the diffusion coefficient \( \nu \) now represents the numerical viscosity that vanishes.
Fig. 2.20. Comparison of the level sets of $u_1$ at different time instants. First row: original level sets of $u_1$ in the domain $(r, z) \in [0.8 \times 10^{-4}, 2.5 \times 10^{-4}] \times [0, 8 \times 10^{-4}]$. Second row: rescaled level sets of $u_1$ as a function of $(\xi, \zeta)$ in the domain $(\xi, \zeta) \in [-2, 5] \times [0, 3.5]$.

Fig. 2.21. Comparison of the level sets of $\omega_1$ at different time instants. First row: original level sets of $u_1$ in the domain $(r, z) \in [0.8 \times 10^{-4}, 2.5 \times 10^{-4}] \times [0, 8 \times 10^{-4}]$. Second row: rescaled level sets of $\omega_1$ as a function of $(\xi, \zeta)$ in the domain $(\xi, \zeta) \in [-2, 5] \times [0, 3.5]$.

In time and depends on the resolution (mesh size) of the numerical solution. In the cylindrical coordinates and in terms of the transformed variables $u_1, \omega_1, \psi_1$, the equations we solve in this section are

\[
\begin{align*}
    u_{1,t} + u' u_{1,r} + u'' u_{1,z} &= 2u_1 \psi_{1,z} + g_{u_1}, \\
    \omega_{1,t} + u' \omega_{1,r} + u'' \omega_{1,z} &= 2u_1 \psi_{1,z} + g_{\omega_1}, \\
    -\left( \partial_r^2 + \frac{3}{r} \partial_r + \partial_z^2 \right) \psi_1 &= \omega_1, \\
    u' &= -r \psi_{1,z}, \quad u'' = 2 \psi_1 + r \psi_{1,r},
\end{align*}
\]

where numerical diffusion terms $g_{u_1}, g_{\omega_1}$ are given by

\[
\begin{align*}
    g_{u_1} &= \nu' \left( u_{1,rr} + \frac{3}{r} u_{1,r} \right) + \nu'' u_{1,zz}, \quad (3.2a) \\
    g_{\omega_1} &= \nu' \left( \omega_{1,rr} + \frac{3}{r} \omega_{1,r} \right) + \nu'' \omega_{1,zz}. \quad (3.2b)
\end{align*}
\]

Note that the formulas in (3.2) are much simpler than those in (2.3) because $\nu', \nu''$ are now constants in space at each time instant.

3.1.1. Vanishing numerical diffusion coefficient

In this scenario, the diffusion coefficients $\nu', \nu''$ are chosen to be only functions of time:

\[
\begin{align*}
    \nu'(t) &= 256h \cdot \left( \frac{10R(t)^2}{1 + 10^4 R(t)^2} + \frac{10^2 (\sin(\pi Z(t))/\pi)^2}{1 + 10^4 (\sin(\pi Z(t))/\pi)^2} \right), \\
    \nu''(t) &= 256h \cdot \left( \frac{10^{-1} R(t)^2}{1 + 10^4 R(t)^2} + \frac{10^4 (\sin(\pi Z(t))/\pi)^2}{1 + 10^4 (\sin(\pi Z(t))/\pi)^2} \right), \quad (3.3a)
\end{align*}
\]

where $(R(t), Z(t))$ is the maximum location of $u_1$ and $h$ is a mesh parameter proportional to the computational grid size.
There are two major reasons for choosing the diffusion coefficients in the form above. First of all, we want the numerical viscosity to mimic the effect of the degenerate diffusion coefficients in the previous scenario, especially in the small blowup region around the point \((R(t), Z(t))\). As discussed in [4], the degenerate diffusion coefficients play a critical role in the stable development of the potential two-scale singularity reviewed in Section 2. Therefore, part of the numerical diffusion coefficients \(v^r, v^z\) are constructed using exactly the same formulas as in (2.7) with the spatial coordinates \(r, z\) replaced by the time-dependent parameters \(R(t), Z(t)\), so that they have the same dynamic scaling properties as those for the degenerate diffusion coefficients (2.7) near the center of the traveling wave, \((R(t), Z(t))\). Note that \(v^r, v^z\) vanish in time if \(R(t), Z(t)\) converge to 0 as in the previous scenario.

Secondly, we want the numerical viscosity to tend to zero as the numerical resolution of the solution goes to infinity. In this way, the numerical solution may converge to the solution of the original Euler equations as we refine the resolution by reducing the grid size. However, we also do not want the numerical viscosity to converge to zero too fast such that it is too weak to control the Euler instability at a finite resolution. This is why we add a factor of \(\frac{1}{m}\) (rather than \(h^s\)) to the time-dependent diffusion coefficients \(v^r, v^z\). In particular, we choose \(h = \frac{1}{m}\) where \(m\) is the number of the mesh points in the \(z\) direction, so the overall numerical viscosity is of first order.

3.1.2. Initial–boundary value problem

We will solve the transformed equations (3.1) in the cylinder region \(\Omega = \{(r, z) : 0 \leq r \leq 1\}\) using the same initial data (2.5) and the same boundary conditions as described in 2.1. That is, the only difference in the current problem is the choice of the diffusion coefficients. As we will see, the solution to the 3D axisymmetric Euler equations with the new vanishing numerical viscosity will develop a two-scale traveling wave blowup that is qualitatively similar to that of the Navier–Stokes equations in Section 2.7 with the spatial coordinates \(r, z\) replaced by the time-dependent diffusion coefficients \(v^r, v^z\). In particular, we choose \(h = \frac{1}{m}\) where \(m\) is the number of the mesh points in the \(z\) direction, so the overall numerical viscosity is of first order.

Since the problem setting is almost the same as before, we will employ the same numerical method in [4] to solve the initial–boundary value problem. Moreover, in addition to the first order numerical viscosity (3.2), we also apply a first order low pass filtering to control the strong Euler instability along the thin tail of the solution. Therefore, the overall algorithm is first order in space and second order in time. We have also performed careful convergence to confirm that our numerical method is indeed first order convergent.

For convenience, we will refer the computation of the Navier–Stokes equations with degenerate diffusion coefficient (Section 2) as Case I and the computation of the Euler equations with first order vanishing diffusion coefficient as Case II.

3.2. Profile evolution

In this subsection, we study the evolution of the solution in Case II. We will compare the numerical results with those of Case I and of the original Euler equations. We will also compare the computations in Case II of different resolutions as the grid size determines the strength of the numerical viscosity. When the resolution is not specified, we assume to use the results computed with mesh size 1024 \(\times\) 512, in which case the factor 256\(h\) equals to 0.5.

We have computed the numerical solution up to time \(t = 1.75 \times 10^{-4}\) when it is still well resolved. As in Case I, the computation in Case II also has a warm-up phase and a stable phase but with a earlier transition time. In the warm-up phase (\(t \in [0, 1.56 \times 10^{-4}]\)), the solution evolves from the smooth initial data into a special structure that is qualitatively similar to the solution in Case I. In the stable phase (\(t \in (1.56 \times 10^{-4}, 1.75 \times 10^{-4}]\)), the solution again maintains the special geometric structure and blows up stably. The overall behavior of the solution in Case II is almost identical to that of Case I, implying that the modification in the diffusion terms does not harm the potential blowup trend.

Fig. 3.1 plots the solution \(u_t, u_z\) in the rectangular domain \([r, z] : 0 \leq r \leq 10^{-3}, 0 \leq z \leq 10^{-4}\) and the square domain \([r, z] : 0 \leq r \leq 10^{-3}, 0 \leq z \leq 10^{-3}\) at time \(t = 1.63 \times 10^{-4}\). One may compare it with Figs. 2.2, 2.5 and see that the solution shares almost the same geometric features of that in Case I. The solution again forms a thin structure in the \(z\) direction, a sharp front in the \(r\) direction, and a long tail part propagating towards the far field. There is a "vacuum" region between the sharp front and the symmetry axis where the velocity field has almost no angular component. The high contrast between the scale of the thin structure and the scale of the vacuum region again characterizes the two-scale feature of the solution.

A closer look of the solution in a local region around \((R(t), Z(t))\) is presented in Fig. 3.2. The solution profiles are still very smooth with respect to the smaller scale \(Z(t)\). By comparing Fig. 3.2 with Fig. 2.6 we can also see that the solution structure near the front in Case II is basically the same as in Case I: the profile of \(u_t\) develops a "two-phase" feature and the profile of \(u_z\) forms a thin structure that behaves like a regularized 1D delta function supported along the "boundary" of \(u_t\).

We compare in Fig. 3.3 the trajectories of \((R(t), Z(t))\) (the maximum location of \(u_t\)) for Case I, Case II and the original Euler case. Since the resolution affects the numerical viscosity in Case II, we thus present two results in Case II with different mesh sizes. As reported in [4], the original Euler equations with the same initial data can only be resolved before \(1.6 \times 10^{-4}\). We therefore have no trustworthy data for the Euler equations in the stable phase. Nevertheless, the four trajectories seem to agree with each other qualitatively over the whole computation. The ratio between the two scales \((R(t)/Z(t))\), however, reflects the effect of different diffusion coefficients. The vanishing diffusion coefficients in Case II is relatively smaller than the degenerate diffusion coefficients near \((R(t), Z(t))\) due to the factor 256\(h\) that is proportional to grid size. Fig. 3.3 thus shows that the contrast between the two scales \(R(t)\) and \(Z(t)\) becomes larger as the diffusion becomes weaker, which implies that the Euler solution, if can be continued to a later time, may develop a much stronger two-scale feature. This also suggests that the potential two-scale blowup is intrinsic to the Euler equations in this special scenario rather than an artifact of the specific diffusion coefficients.

We remark that the structure and magnitude distribution of the 2D flow field \((u^r, u^z)\) in Case II are also qualitatively similar to those in Case I. We thus do not visualize the 2D flow field in Case II to avoid redundancy.

The pressure function also develops a deep well in Case II as shown in Fig. 3.4, and the location of the pressure well again aligns with the peak of \(u_t\). One should compare Fig. 3.4 with Fig. 2.14 and see that the pressure forms a similar profile in Case I and Case II. Yet a more careful look reveals that the pressure well is deeper in Case II than in Case I at the same time instant, due to a decrease in the strength of the viscosity. As we discussed in Section 2.7, the low pressure well contributes to the formation of the two-phase feature of \(u_t\), as it prevents the fluid with high angular velocity from escaping the low pressure region around \((R(t), Z(t))\). The sharp jump of the pressure in the \(r\) direction
Fig. 3.1. First row: profiles of $u_1, \omega_1$ at $t = 1.63 \times 10^{-4}$ in the rectangular domain $\{(r, z) : 0 \leq r \leq 10^{-3}, 0 \leq z \leq 10^{-4}\}$. Second row: in the square domain $\{(r, z) : 0 \leq r \leq 10^{-3}, 0 \leq z \leq 10^{-3}\}$.

Fig. 3.2. Zoom-in views of $u_1, \omega_1$ at time $t = 1.7 \times 10^{-4}$. First row: profile and top view of $u_1$. Second row: profile and top view of $\omega_1$. The red curve (in all figures above) is the level set of $u_1$ for the value $0.3\|u_1\|_{L^\infty}$, and the red point is the maximum location of $u_1$. 
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Fig. 3.3. The trajectory of $(R(t), Z(t))$ and the ratio $R(t)/Z(t)$ as a function of time. First row: the whole computation. Second row: the stable phase.

Fig. 3.4. Profiles of $p$ and $u_1$ at time $t = 1.7 \times 10^{-4}$. First row: profile and top view of $p$. Second row: profile and top view of $u_1$. The red point is the maximum location of $u_1$. 
yields a strong force pushing against the traveling wave of the solution, thus resulting in a sharp front in the solution profile.

3.3. Faster growth

We have seen that modifying the diffusion coefficient from a spatially degenerate function to a time-dependent vanishing parameter does not destroy or change the major features of the potential two-scale blowup. In fact, we can also observe the rapid growth of the solution in this new scenario, and the growth of the solution in Case II is faster than that in Case I. Fig. 3.5 compares potential two-scale blowup. In fact, we can also observe the rapid growth of these quantities than in Case I. Recall that the rapid growth of $|\omega|_{L^\infty}$ suggests a finite time blowup for the Euler equations according to the Beale–Kata–Majda criterion [6], and the rapid growth of $|D^2 p|_{L^\infty}$ relates to a potential finite time blowup via the criteria recently introduced in [29].

In order to predict the solution growth in the Euler limit, we also compare the growth rates of the maximum vorticity $|\omega|_{L^\infty}$ for different resolutions in Case II and for the original Euler equations. Again, the Euler result is only presented up to $t = 1.6 \times 10^{-4}$ when it is still resolved. As shown in Fig. 3.6, the finer the resolution is, the faster the solution grows, and the Euler solution grows the fastest before $t = 1.6 \times 10^{-4}$. Moreover, the growth curve of $|\omega|_{L^\infty}$ seems to converge and approach the Euler case as the resolution is refined. Therefore, it is reasonable to believe that the original Euler solution, if can be continued beyond $t = 1.6 \times 10^{-4}$, should blow up even faster than the solution in Case I or Case II.

Moreover, we have also tested the solution in Case I against the Constantin–Fefferman–Majda non-blowup criterion [9] for the 3D Euler equations. It asserts that the solution cannot blowup if the velocity field $u$ is uniformly bounded and the local vorticity direction $\xi = \omega/|\omega|$ is sufficiently “well behaved” near the region of maximum vorticity. In particular, the “well behaving” condition for the vorticity direction $\xi$ up to a finite time $T$ requires that the integral $\int_0^T \|\nabla \xi\|_{L^\infty(B_t)} dt$ is bounded for some time-dependent neighborhood $B_t$ of the maximum location of $|\omega|$. In the original statement of this non-blowup condition, the evolution of the set $B_t$ corresponds to the Lagrangian flow map induced by the velocity field $u$, which is not easy to track accurately using our current numerical method. We thus choose to check a variant of the Constantin–Fefferman–Majda criterion by monitoring the growth of maximum $\|\nabla \xi\|_{L^\infty}$ over the dynamic set $\Omega_t = \{(r, z) : |\omega(r, z, t)| \geq \frac{1}{2}|\omega|_{L^\infty}\}$. In Fig. 3.7(a) shows that the quantity $\|\nabla \xi\|_{L^\infty(\Omega_t)}$ grows rapidly after $t = 1.6 \times 10^{-4}$. Later in Section 3.5, a numerical fitting of the growth rate of $\|\nabla \xi\|_{L^\infty(\Omega_t)}$ suggests that the integral $\int_t^T \|\nabla \xi\|_{L^\infty(\Omega_t)} dt$ shall become unbounded for some finite time $T$, implying that a variant of the Constantin–Fefferman–Majda criterion is violated. Fig. 3.7(b) plots the 2D vector field of $(\omega^1, \omega^2)$ in a rescaled neighborhood of the maximum location of $|\omega|$ (indicated by the blue dot) at the time instant $t_0 = 1.7 \times 10^{-4}$. We can see that the partial vorticity field $(\omega^1, \omega^2)$ has a twisted structure near the maximum location of $|\omega|$, which also suggests a potential singular behavior of the solution according to the Constantin–Fefferman–Majda criterion.

3.4. Potential blowup mechanism

In Section 2.6, we summarize the blowup mechanism for the potential two-scale singularity in Case I. Since the solution to the Euler equations with vanishing numerical viscosity evolves in a qualitatively similar way as in Case I, we should expect that the previous blowup mechanism also applies in Case II. That is, the odd symmetry and thin structure of $u_1$ in the $z$ direction yields a sharp gradient $(u^1_t)_b$ near $z = 0$, which constitutes to the rapid growth of $\omega_1$ via the $\omega_1$ Eq. (3.1b). A larger $\omega_1$ induces a stronger local flow with $u^1$ pointing towards the axis $r = 0$, which generates a larger positive value of $\psi_{1, 2} = -u^1/r$ near $(r, z) = (R(t), 0)$. The growth of $\psi_{1, 2}$ then accelerates the growth of $u_1$ via the vortex stretching term $2 \psi_{1, 2} u_1$. The decreasing trend of $\psi_{1, 2}$ as a function of $z$ also induces a traveling wave for $u_1$ propagating towards $z = 0$, which generates an even sharper gradient of $u_1$ in $z$. This positive feedback loop is summarized in (2.8). In the mean time, the negative radial velocity field $u^r$ pushes the solution towards the axis $r = 0$, resulting in a traveling wave in the $r$ direction. Since the shrinking in the $z$ direction is induced by the vortex stretching rather than the advection, the structure
of the solution in $z$ is much thinner, inducing a two-scale solution structure.

The good alignment between $u_1$ and $\psi_{1,z}$ is a critical part of this blowup mechanism. We illustrate this alignment in Case II in Fig. 2.13. One can see that the spatial alignment between $u_1$, $\psi_{1,z}$ is almost the same as in Case I, and $\psi_{1,z}$ is again comparable to $u_1$ in magnitude around $(R(t), Z(t))$ in the stable phase. This strong quadratic alignment leads to the rapid growth of $u_1$ and drags $Z(t)$ towards $z = 0$. In particular, it implies that maximum $u_1$ should blow up like $(T - t)^{-1}$ for some finite time $T$. In Fig. 3.8(c), we plot the ratio $\psi_{1,z}/u_1$ at the point $(R(t), Z(t))$ as a function of time for different cases and we have the following observations. Firstly, all the alignment curves look qualitatively similar, while the curves in Case II are closer to the curve in the Euler case. This means that the equations in Case II with vanishing numerical viscosity are closer to the Euler equations than the equations in Case I with degenerate diffusion coefficient. Secondly, unlike the alignment in Case I being steady in the stable phase, the alignment in Case II tends to go up in the stable phase, which explains the faster growth of $u_1$. Thirdly, the strength of the numerical viscosity in Case II does not seem to affect the alignment much, as the curve only changes a little when the resolution is refined. Moreover, they seem to converge to the Euler solution.

3.5. Fitting of the scaling

In this section, we follow the same linear fitting procedure introduced in Section 2.8.1 to study the scaling properties of the solution to the Euler equations with vanishing numerical viscosity. We will see that the solution in Case II has almost the same blowup rates and spatial scales as in Case I, regardless of the strength of the numerical viscosity.

3.5.1. Fitting of growth rates

In Fig. 3.9, we plot the fitting results for the quantity $\|u_1\|_{\infty}$ on the time interval $[1.6 \times 10^{-4}, 1.7 \times 10^{-4}]$, which demonstrates excellent linear fitness for both models, $y(t; \|u_1\|_{\infty})$ and $\gamma(t; \|u_1\|_{\infty})$, with $R^2$ values very close to 1. It is shown that the fitting of $c_{u_1}$ is close to 1, implying that the growth of $u_1$ obeys an inverse power law with a power close to 1:

$$\|u_1\|_{\infty} \sim (T - t)^{-1}.$$

As we remarked in the previous subsection, the blowup mechanism of Case I is also valid for Case II. In particular, this fitting result matches the asymptotic analysis on the growth rate of $u_1$ based on the good alignment between $u_1$ and $\psi_{1,z}$.

We also report in Fig. 3.10 the fitting results for the quantities $\|\omega_f\|_{\infty}$, $\|\psi_{1,z}\|_{\infty}$, $\|u_{1}^{2}/2 + p\|_{\infty}$, and $\|D^2 p\|_{\infty}$. One can see that
The growth rates are close to those in Case I: data points obtained from our computations, and the red lines are the linear models. We plot the linear models on a larger interval.

We remark that the oscillating growth of 

\[ R(t) \sim (T - t)^{-1.5} \]

for the model \( \rho_2 \rho \) chosen by Fefferman–Majda [9]. With very good fitness. It is not surprising that \( R(t) \) should still behave like \( (T - t)^{-0.5} \) since its scaling is closely related to the scaling of \( u_1 \) through the conservation of total circulation. The total circulation is defined as \( \Gamma := \int_{\Omega} r u_1 = \int_{\Omega} r u_1 \), and it is not hard to show that \( \Gamma \) satisfies a maximum principle. Thus we have

\[ R(t) \sim (T - t)^{-0.5}, \quad Z(t) \sim (T - t)^{-0.5}. \]

This suggests a few things. Firstly, the solution in Case II may blow up at a finite time. In particular, the growth rate of \( \rho \) being greater than 1 (\( \rho \), \( \approx 1.5 \)) suggests a finite-time singularity by the Beale–Kato–Majda criterion [6], and the growth rate of \( \rho_2 \) being greater than 2 (\( \rho_2 \), \( \approx 2.5 \)) violates the non-blowup criterion proved in [29]. Secondly, the power of \( \rho_1, \rho_2 \) being close to 1 (namely the power of \( u_1 \)) is consistent with our observation of the good alignment between \( u_1 \) and \( \psi_1, \psi_2 \). Thirdly, the potential two-scale blowup solutions in Case I and Case II are not just qualitatively similar but also have the same blowup scalings. We remark that the fitting of the growth rate of other quantities also gives similar results in both cases. This means that the modification of the diffusion coefficients does not alter the scaling properties of the potential singularity.

In addition, Fig. 3.10(e) reports the linear fitting for the quantity \( \|\nabla \xi\|_{L^\infty(\Omega_2)} \) that is described in Section 3.3. The approximate inverse power law \( \|\nabla \xi\|_{L^\infty(\Omega_2)} \sim (T - t)^{-1} \) suggests that the integral \( \int_0^t \|\nabla \xi\|_{L^\infty(\Omega_2)} dt \) shall become infinite at some finite time \( T \), which violates the non-blowup criterion of Constantin–Fefferman–Majda [9]. We remark that the oscillating growth of \( \|\nabla \xi\|_{L^\infty(\Omega_2)} \) is probably due to the irregular geometry of the time-dependent set \( \Omega_t = \{(r, z) : |r| \geq 1/2 \} \).

### 3.5.2. Fitting of spatial scales

We have seen in Section 3.2 that the maximum location \( (R(t), Z(t)) \) of \( u_1 \) also travels towards the origin in Case II, and the ratio \( R(t)/Z(t) \) blows up faster. However, our fitting results show that the scalings of \( R(t), Z(t) \) are almost the same as those in Case II. In Fig. 3.11, we plot the linear fitting of the \( \gamma \) model (2.11) for \( R(t) \) and \( Z(t) \), showing that \( R(t) \) and \( Z(t) \) satisfy the same power laws in Case I,

\[ R(t) \sim (T - t)^{-1/2}, \quad Z(t) \sim (T - t)^{-0.5}. \]

The authors also provided an asymptotic scaling analysis to support this conjecture. Here in Case II, the diffusion coefficients are modified so that they are constant in space and scale like \( O(R(t)^{2+}) + O(Z(t)^{2+}) \) in time. However, the power of \( Z(t) \) remains the same, which seems to support the conjecture that the scaling of \( Z(t) \) is chosen by the scaling of the diffusion coefficients near \( (R(t), Z(t)) \). Then the
3.5.3. Robustness of the fitting

To further study the scaling properties under the change of the diffusion coefficient, we perform linear fitting of the growth rates for the solutions obtained from different resolutions. Recall that the strength of the numerical viscosity decreases as the resolution refines in Case II. Table 3.1 reports the fitting results of different quantities for different resolutions. It appears that the fitting results remain the same up to 2 digits as the numerical viscosity weakens. This is surprising if we believe that it is the scaling of the diffusion coefficients that chooses the spatial scaling of the blowup. On the one hand, the vanishing diffusion coefficients will also be like $O(R(t)^2) + O(Z(t)^2)$, which is consistent with the observed scalings of potential blowup according to the asymptotic analysis in [4]. On the other hand, as the factor $h$ in (3.3) decreases, the solution should converge to the solution to the Euler equations. Does it mean that the Euler solution from the same initial data, if can be continued for a longer time, will also develop a two-scale blowup with the same scalings as in Cases I and II? It would be interesting to explore this question in the future if we can afford enough computational capacity to resolve the Euler solution to a later time.

3.6. Numerical evidence of locally self-similar profiles

As in Case I, the scaling fitting above implies that the solution in Case II may blow up in a self-similar manner. However, the two-scale property only allows self-similar feature to appear...
and toward the origin with their sizes shrinking. The sharp front of $\tilde u$ seems to converge to a steady state that barely changes in time. Such converging trend provides strong evidence on the existence of a locally self-similar profile for the solution in Case II.

To investigate the potential local self-similar behavior, we also study the properly rescaled profiles as in Section 2.9, the level sets of the spatially rescaled functions

$$\tilde u_t(\xi, \zeta, t) = u_t(Z(t)\xi + R(t), Z(t)\zeta, t),$$

$$\tilde \omega_t(\xi, \zeta, t) = \omega_t(Z(t)\xi + R(t), Z(t)\zeta, t),$$

are plotted in the second row of Fig. 3.12 and Fig. 3.13, respectively. As before, the dynamically rescaled coordinates are given by

$$\xi = \frac{r - R(t)}{Z(T)}, \quad \zeta = \frac{z}{Z(T)}.$$

One can see that the rescaled profiles of $\tilde u_t, \tilde \omega_t$ seem to converge to a steady structure that barely changes in time. Such converging trend provides strong evidence on the existence of a locally self-similar profile for the solution in Case II.

### 3.7. Asymptotic scaling analysis

In this subsection, we carry out an asymptotic analysis based on our numerical observations to study the locally self-similar feature of our potential blowup.

Guided by our observations of a two-scale feature in the solution, we propose the following self-similar ansatz with two spatial scalings in the axisymmetric setting:

$$u_t(r, z, t) \sim (T - t)^{-c_u} \tilde u \left( \frac{r - R(t)}{(T - t)^{\frac{c_u}{2}}}, \frac{z}{(T - t)^{\frac{c_u}{2}}} \right),$$

$$\omega_t(r, z, t) \sim (T - t)^{-c_\omega} \tilde \omega \left( \frac{r - R(t)}{(T - t)^{\frac{c_\omega}{2}}}, \frac{z}{(T - t)^{\frac{c_\omega}{2}}} \right),$$

$$\psi_t(r, z, t) \sim (T - t)^{-c_\psi} \tilde \psi \left( \frac{r - R(t)}{(T - t)^{\frac{c_\psi}{2}}}, \frac{z}{(T - t)^{\frac{c_\psi}{2}}} \right),$$

$$R(t) \sim (T - t)^{\frac{c_R}{2}} R_0.$$  \hspace{1cm} (3.4)

Here $\tilde u, \tilde \omega, \tilde \psi$ denote the self-similar profiles of $u_t, \omega_t, \psi_t$ respectively. For notational simplicity, we use $c_u, c_\omega, c_\psi$ for $c_{u_t}, c_{\omega_t}, c_{\psi_t}$. As in our previous setting, the reference point $R(t)$ is chosen to be $r$-coordinate of the maximum location of $u_t$, and $R_0 > 0$ is some normalization constant. This ansatz depicts that the solution develops an asymptotically self-similar blowup focusing at the point $(R(t), 0)$ with a local spatial scaling $(T - t)^{\frac{c_R}{2}}$, and in the mean time, the point $(R(t), 0)$ travels towards the origin with a different length scale $(T - t)^{\frac{c_R}{2}}$.

A common method to study a self-similar blowup is by substituting the self-similar ansatz (3.4) into the physical Eqs. (2.2) and deriving equations for the potential self-similar profiles $\tilde U, \tilde \Omega, \tilde \Psi$, based on the fundamental assumption that these profiles exist and are smooth functions. A more systematic approach is to introduce time-dependent profile solutions $U, \Omega, \Psi$ and treat the potential self-similar profiles $\tilde U, \tilde \Omega, \tilde \Psi$ as the steady state of $U, \Omega, \Psi$. Thus, we can relate $u_t(\xi, \zeta, \tau(t))$ to $(U, \Omega, \Psi)$ by a dynamic change of variables given below:

$$u_t(r, z, t) = (T - t)^{-c_u} U(\xi, \zeta, \tau(t)), \hspace{1cm} (3.5a)$$

$$\omega_t(r, z, t) = (T - t)^{-c_\omega} \Omega(\xi, \zeta, \tau(t)), \hspace{1cm} (3.5b)$$

**Table 3.1**

Linear fitting results of model (2.11) for different quantities computed with different mesh sizes in Case II.

| Mesh size | $|u_1|_{L^\infty}$ | $|\omega_1|_{L^\infty}$ | $R(t)$ | $|\Omega(t)|_{L^\infty}$ |
|-----------|-------------------|-------------------|-------|-------------------|
| $1024 \times 512$ | 0.9626 | 1.0000 | 1.5283 | 0.9995 |
| $1536 \times 768$ | 0.9629 | 1.0000 | 1.4901 | 0.9992 |
| $2048 \times 1024$ | 0.9630 | 1.0000 | 1.4925 | 0.9994 |

Fig. 3.12. Comparison of the level sets of $u_t$ at different time instants. First row: original level sets of $u_t$ in the domain $(r, z) \in [0.6 \times 10^{-4}, 2.2 \times 10^{-4}] \times [0.8 \times 10^{-4}, 0.8 \times 10^{-4}]$. Second row: rescaled level sets of $u_t$ as a function of $(\xi, \zeta)$ in the domain $(\xi, \zeta) \in [-2, 5] \times [0, 3.5]$.
\begin{equation}
\psi_1(t, z, \tau) = (T - t)^{-c_0} \Psi (\xi, \zeta, \tau(t)),
\end{equation}
where
\begin{equation}
\xi := \frac{r - R(t)}{C_0(t)}, \quad \zeta := \frac{z}{C_0(t)},
\end{equation}
and \(\tau(t)\) is a rescaled time variable satisfying
\begin{equation}
\tau(t) = (T - t)^{-1}.
\end{equation}

Now the self-similar ansatz (3.4) asserts that the profile solutions \(U(\xi, \zeta, \tau), \Omega(\xi, \zeta, \tau), \Psi(\xi, \zeta, \tau)\) in the \(\xi \zeta\)-coordinates should converge to some time-independent profiles \(\overline{U}(\xi, \zeta), \overline{\Omega}(\xi, \zeta), \overline{\Psi}(\xi, \zeta)\) as \(\tau \to \infty\) (i.e. \(t \to T\)). In particular, \(U, \Omega, \Psi\) should be smooth functions of \(\xi, \zeta\).

Before we derive the equations for the profile solutions \(U, \Omega, \Psi\), we need to make some assumptions. We first assume that the ansatz (3.4d) is actually an identity:
\begin{equation}
R(t) = (T - t)^{c_0} R_0.
\end{equation}
Guided by our numerical observations, we make the two-scale assumption:
\begin{equation}
c_s < c_0 \quad \text{or equivalently,} \quad R(t)/C_0(t) \to +\infty \quad \text{as} \quad t \to T. \quad (3.6)
\end{equation}
Here \(C_0 := (T - t)^{c_0}\) is the scale of \(Z(t)\). We will also use the following notations
\begin{equation}
C_1(t) := (T - t)^{-1}, \quad C_0(t) := (T - t)^{-c_0}, \quad C_\omega(t) := (T - t)^{-c_\omega}, \quad C_\psi(t) := (T - t)^{-c_\psi}.
\end{equation}

Now we substitute the change of variables (3.5) into the Eqs. (2.2) (with the simplified diffusion terms). For clarity, we do this term by term. For the \(u_1\) Eq. (3.1a), we have
\begin{equation}
\begin{array}{l}
u' u_{1, t} + \nu' u_{1, z} = C_\psi C_0 C_1^{-1} \left( -\xi \Psi \zeta U + (2 \Psi + \xi \Psi \zeta) U \right) \\
\quad \quad \quad + C_\phi C_0 C_1^{-1} R( -\Psi \zeta U + \Psi \zeta U), \\
2 \Psi_{1, t} U_{1} = 2C_\psi C_0 C_1^{-1} \Psi U, \\
g_{u_1} = C_\psi C_1^{-2} \left( \nu' \zeta U_{\xi} + 3 \nu' \left( \xi + RC_1^{-1} \right) U_{\xi} + \nu^2 U_{\xi} \right).
\end{array}
\end{equation}

Finally, for the Poisson equation (3.1c), we have
\begin{equation}
-C_\psi C_1^{-2} \left( \xi^2 + \frac{3}{\xi + RC_1^{-1}} \xi \right) \psi = C_\omega \Omega. \quad (3.7c)
\end{equation}
The next step is to determine the relations between the quantities \(C_u, C_\omega, C_\psi, C_\phi\) and \(R\) by balancing the terms in each equation of (3.7) in the asymptotic regime \(t \to T\), based on the assumption that the limit profiles \(\overline{U}, \overline{\Omega}, \overline{\Psi}\) are smooth regular functions of \(\xi, \zeta\) and are independent of time \(t\). We also assume that the diffusion term are of the same order as the vortex stretching term. This balance is crucial in determining the length scale for \(C_i\) or \(Z(t)\).

We have underlined some terms in (3.7a) and (3.7b) for some reason to be clarified later. For those terms that are not underlined in (3.7a), the balancing among them as \(t \to T\) requires
\begin{equation}
C_i C_u = C_\psi C_0 C_1^{-1} - \nu C_\omega C_1^{-2}.
\end{equation}
Similarly, for those terms that are not underlined in (3.7b), the balance among various terms as \(t \to T\) enforces
\begin{equation}
C_i C_\omega = C_\psi C_0 C_1^{-1} - C_\psi C_1^{-1} - \nu C_\omega C_1^{-2}.
\end{equation}
Finally, for the Poisson equation (3.7c) to balance each other as \(t \to T\), we must have
\begin{equation}
C_\psi C_1^{-2} = C_\omega.
\end{equation}
Summarizing these relations, we obtain that
\[
\begin{aligned}
C_u = C_1, \\
C_\nu = C_1 C_1^{-1}, \\
C_\psi = C_1 C_1, \\
\end{aligned}
\]
and
\[
v' \sim v^2 \sim C_1 C_1^2 = (T - t)^{2\alpha - 1}.
\]  
(3.9)

Note that the relations (3.8) also imply that the underlined terms can balance with each other in (3.7a) and in (3.7b).

So far, we have already obtained some meaningful information of the blowup rates. If the self-similar ansatz (3.4) is true, then no matter what the spatial scalings \(c_\alpha, c_\gamma\) are, the asymptotic blowup rates of \(u_1, \psi_{1,2}\) are always 1:
\[
\|u_1\|_\infty \sim c_\alpha = C_1 = (T - t)^{-1}, \\
\|\psi_{1,2}\|_\infty \sim c_\psi C_1^{-1} = C_1 = (T - t)^{-1}.
\]

This result of the asymptotic analysis is consistent with our discussion in Section 3.4 and fitting results in Section 3.5, which confirms the inverse power law for \(u_1\) and that \(\psi_{1,2} \sim u_1\) in the blowup region. To obtain the blowup rate of the other variables, we still need to determine the value of \(c_\psi\).

To proceed, we need to make use of the conservation of the total circulation, an important physical property of the axisymmetric Euler or Navier–Stokes equations. Recall that the total circulation is defined as
\[
\Gamma(r, z, t) := ru_1(r, z, t) = r^2 u_1(r, z, t).
\]
We remarked in Section 3.5 that \(\Gamma\) satisfies a maximum principle. In fact, it is easy to derive the equation of \(\Gamma \) from \(u_1\) Eq. (3.1a):
\[
\Gamma_t + u' \Gamma_r + u_1' \Gamma_z = \Gamma_t + v_1' \Gamma_z,
\]
which immediately yields the maximum principle. As a result, \(\Gamma(R, Z, t) = R^2 u_1(R, Z, t) = O(1)\) as \(t \to T\). This means that
\[
R(t) \sim \|u_1\|_\infty^{1/2} \sim (T - t)^{\alpha/2} = (T - t)^{1/2}, \quad \text{or} \quad \frac{c_\alpha}{2} = \frac{1}{2}.
\]
We remark that the relation \(c_\alpha = c_{\alpha}/2 = 1/2\) only relies on the conservation of the maximum circulation and the fact that \(c_\gamma = 1\), which are intrinsic to the Eqs. (3.1).

Next, to determine \(c_\psi\), we need to use the scaling of the vanishing diffusion coefficients,
\[
v' \sim v^2 = O(R(t)^2) + O(Z(t)^2).
\]
Using \(c_1 = 1/2\) and the two-scale assumption (3.6) that \(c_1 > c_\alpha\), we have
\[
v' \sim v^2 = O((T - t)^{2\alpha}) + O((T - t)^{2\alpha}) \sim (T - t)^{1}.
\]
Comparing this with the relation (3.9), we reach that \(2c_\alpha - 1 = 1\), or \(c_\psi = 1\).

We have now obtained all the blowup rates and the spatial scalings in the self-similar ansatz (3.4):
\[
c_\alpha = 1/2, \quad c_\gamma = 1, \quad c_\psi = 1, \quad c_\alpha + c_\psi = 1, \quad c_\psi = 1 - c_\alpha = 0.
\]
Moreover, the derivative relations and product relations yield that
\[
o^2 = 2u_1 + ru_{1,r} = O(T - t)^{-c_\alpha} + O((T - t)^{-c_\alpha + c_\psi - c_\gamma}) \sim (T - t)^{-1.5}.
\]
These results are consistent with the fitting data (Table 3.1) in Section 3.5. For the convenience of comparison, we put together the values of the scaling powers obtained from the numerical fitting (with mesh size 2048 \times 1024) and from the asymptotic analysis in Table 3.2. The consistency between the numerical fitting procedures and the asymptotic scaling analysis provides further support for the existence of a finite time locally self-similar blowup of the form (3.4).

We have seen that the leading order of the vanishing viscosity coefficients plays a critical role in determining the smaller scale \(c_\alpha\). This was also the case in the related work [4]. As we know, the Euler equations have an extra degree of freedom that formally allows an arbitrarily small scale. It is then wondered whether the order of the viscosity coefficients chooses this particular scaling, or the original Euler equations can automatically develop the same major scalings from the same initial data and boundary conditions.

Recall that we have underlined some terms in (3.7), as they cannot be balanced with the other terms in the analysis. Yet they can balance with each other according to the scaling results. This would mean that the underlined terms should cancel out as \(t \to T\) in order for our analysis to hold. Such cancellation will provide extra constraints on the self-similar profiles if they actually exist. A more detailed discussion can be found in [4].

3.8. Further investigation on the viscosity scaling

To gain more insights into the potential relation between the order of the vanishing viscosity coefficients and the smaller spatial scale \(c_\alpha\), we carry out some extra computations with different settings of the numerical viscosity. In particular, we modify the numerical viscosity coefficients in (3.3) by parameterizing their vanishing orders:
\[
v'_\alpha(t) = 256h \cdot \left(\frac{10R(t)^2}{1 + 10R(t)^2} \cdot \frac{R(t)}{R(0)}\right)^{\alpha} + \frac{10^2(\sin(\pi Z(t))\pi Z(t)/\pi)^2}{1 + 10^2(\sin(\pi Z(t))\pi Z(t)/\pi)^2} \cdot \sin(\pi Z(t)) \cdot \frac{R(t)}{R(0)}\right)^{\alpha},
\]
(3.11a)
\[
v'_\psi(t) = 256h \cdot \left(\frac{-10^{-1}R(t)^2}{1 + 10^{-1}R(t)^2} \cdot \frac{R(t)}{R(0)}\right)^{\alpha} + \frac{10^2(\sin(\pi Z(t))\pi Z(t)/\pi)^2}{1 + 10^2(\sin(\pi Z(t))\pi Z(t)/\pi)^2} \cdot \sin(\pi Z(t)) \cdot \frac{R(t)}{R(0)}\right)^{\alpha},
\]
(3.11b)
Such parameterization ensures that (i) \((v'_\alpha(0), v'_\psi(0)) = (0, 0)\) at \(t = 0\) and (ii) \((v'_\alpha(t), v'_\psi(t)) = O(R(t)^{2\alpha}) + O(Z(t)^{2\alpha})\) as \((R(t), Z(t))\) converges to the origin. We compare the solutions computed with \(\alpha = -1, 0, 1\) to study how the order of viscosity can affect the blowup scaling. Note that the solution with \(\alpha = 0\) is the solution in Case II.

We first compare the growth of the solutions with \(\alpha = -1\) and \(\alpha = 0\) to see whether the stronger vanishing viscosity of order \(O(R(t)^2) + O(Z(t))\) can prevent the potential two-scale blowup in our scenario. Fig. 3.14 compares the growth (in double-log scale) of the solution quantities \(\|u_1\|_\infty, \|\omega\|_\infty, \|D^2 p\|_\infty\) obtained from both cases. We can see that the solution under the stronger numerical viscosity with \(\alpha = -1\) not only grows slower and slower, but even starts to drop after around \(t = 1.74 \times 10^{-4}\). This means that the vanishing viscosity of order \(O(R(t)^2) + O(Z(t))\) does not generate another blowup scaling; instead it destroys the scaling of the solution in the previous case. As a result, it is reported in [4] that, in the same axisymmetric scenario, there is
Fig. 3.14. Comparison of the growth of log log $\|u\|_{L^\infty}$, log log $\|\omega\|_{L^\infty}$ and log log $\|D^2p\|_{L^\infty}$ with $\alpha = 0$ and $\alpha = -1$, respectively, in the time window $t \in [1.2 \times 10^{-4}, 1.75 \times 10^{-4}]$.

Fig. 3.15. The linear regression of (a) $\gamma(t; \|u\|_{L^\infty})$, (b) $\gamma(t; \|\omega\|_{L^\infty})$, (c) $\gamma(t; R(t)^{-1})$, and (d) $\gamma(t; Z(t)^{-1})$ for the solution computed with $\alpha = 1$. The blue points are the data points obtained from our computation, and the red lines are the linear models.

no blowup observed for the original 3D Navier–Stokes equations even with a very small constant viscosity coefficient. Our numerical experiments here further show that the potential two-scale blowup can be suppressed by a time-dependent diffusion effect that does not vanish fast enough.

Next, we study the potential blowup scaling of the solution with $\alpha = 1$ to see whether the smaller scale $c_l = 1$ is intrinsic to the Euler equations. Fig. 3.15 presents the linear regression of the quantities $\|u_1\|_{L^\infty}$, $\|\omega_1\|_{L^\infty}$, $R(t)^{-1}$ and $Z(t)^{-1}$ for the solution with $\alpha = 1$, obtained from the fitting method introduced in Section 2.8.1. Our result shows that these quantities have nice fitting to the approximate power laws

$$
\|u_1\|_{L^\infty} \sim (T - t)^{-1}, \quad \|\omega_1\|_{L^\infty} \sim (T - t)^{-2}, \quad R(t) \sim (T - t)^{0.5}, \quad Z(t) \sim (T - t),
$$

which suggests that the solution has the same blowup scalings as in the case of $\alpha = 0$:

$c_u = 1, \quad c_\omega = 2, \quad c_s = 1/2, \quad c_l = 1$.

It is not surprising that $c_u = 2c_s = 1$ for the solution with $\alpha = 1$, since these scalings are irrelevant to the order of the viscosity according to our scaling analysis. What is interesting is that we still have $c_l = 1$ when the vanishing viscosity is of order $O(R(t)^3) + O(Z(t)^3)$. If we honestly go through the same scaling analysis argument with $\nu' \sim \nu^2 = O(R(t)^3) + O(Z(t)^3)$, we should obtain $c_l = 1.25$. Our numerical results, however, suggest that the smaller scale $c_l = 1$ is robust when the vanishing viscosity is weaker than $O(R(t)^3) + O(Z(t)^3)$. We remark that with a weaker numerical viscosity the solution is more sensitive to the Euler instability occurring from the tail region. In fact, we have tried computations with a larger $\alpha$, but the early emerging of the Euler
In summary, our further numerical results imply that the vanishing numerical viscosity of order $O(R(t)^2) + O(Z(t)^2)$ does not select the smaller scale of $\alpha = 1$; instead, it is critically compatible with the potential two-scale blowup in our scenario. On the one hand, if the vanishing viscosity is stronger than $O(R(t)^2) + O(Z(t)^2)$, the two-scale blowup will be suppressed. On the other hand, if the vanishing viscosity is weaker than $O(R(t)^2) + O(Z(t)^2)$, the smaller spatial scale $\alpha = 1$ still remains, suggesting that it is a characteristic of the underlying solution to the Euler equations. However, to finally determine whether the potential two-scale blowup with the current scalings can happen in the original Euler case, we still need to find a better way to resolve the Euler solution to a later stage. We will continue to pursue this in the future.

4. Concluding remarks

In this paper, we presented strong numerical evidences that the 3D axisymmetric Euler equations with time-dependent vanishing numerical viscosity develop a finite time singularity at the origin. The solution of 3D axisymmetric Euler equations with time-dependent vanishing viscosity shares many common features with those of the solution of 3D axisymmetric Navier–Stokes equations with degenerate diffusion coefficients that we reported in [4]. An important feature of this potential singularity is that the solution develops a two-scale traveling wave solution that travels towards the origin. The hyperbolic flow structure near the center of the traveling wave generates a vacuum region dynamically. The flow evolves into a local “two-phase” flow that separates the “vacuum phase” from the fluid phase by a “moving boundary.” We performed careful resolution study and asymptotic scaling analysis to provide further support of the potential locally self-similar blowup.

The rapid decay of the time-dependent viscosity plays a role similar to that of the degenerate diffusion coefficients studied in [4]. It stabilizes the potential singularity formation for the incompressible 3D Euler equations and selects a stable two-scale solution structure. We have also studied the 3D Euler equations using the same initial data in previous works. Without any viscous regularization, the Euler solution quickly developed a very thin structure near the sharp front and the thickness of the sharp front collapses to zero faster than $Z(t)$. Thus, the solution of the 3D Euler equations seems to develop a 3-scale structure, which is extremely difficult to resolve numerically. By applying a first order numerical viscosity with time-dependent vanishing coefficients of order $O(R(t)^2) + O(Z(t)^2)$, we obtained strong numerical evidence that the 3D Euler equations may develop a finite time singularity with scaling properties similar to those of the Navier–Stokes equations with degenerate diffusion coefficients. These scaling properties are found to be robust as the first order numerical viscosity is weakened by refining the resolution.
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