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Abstract. In this paper, we propose a model reduction method for solving multiscale elliptic PDEs with random coefficients in the multiquery setting using an optimization approach. The optimization approach enables us to construct a set of localized multiscale data-driven stochastic basis functions that give an optimal approximation property of the solution operator. Our method consists of the offline and online stages. In the offline stage, we construct the localized multiscale data-driven stochastic basis functions by solving an optimization problem. In the online stage, using our basis functions, we can efficiently solve multiscale elliptic PDEs with random coefficients with relatively small computational costs. Therefore, our method is very efficient in solving target problems with many different force functions. The convergence analysis of the proposed method is also presented and has been verified by the numerical simulations.
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1. Introduction. Many physical and engineering applications involve uncertainty quantification (UQ) can be described by stochastic partial differential equations (SPDEs, i.e., PDEs driven by Brownian motion) or partial differential equations with random coefficients (RPDEs). In recent years, there has been an increased interest in the simulation of systems with uncertainties, and several numerical methods have been developed in the literature to solve UQ problems; see [15, 38, 6, 25, 18, 35, 5, 27, 37, 26, 32, 34, 16] and references therein. These methods are effective when the dimension of the solution space is not huge. However, when SPDEs or RPDEs involve multiscale features, the problems become challenging as they require tremendous computational resources to resolve the small scales of the solutions.

Recently, some progress has been made in developing numerical methods for multiscale PDEs with random coefficients. In [17], Hou and Liu proposed a heterogeneous stochastic finite element method (HSFEM) framework to solve elliptic PDEs with random coefficients, which discretizes the equations using the heterogeneous coupling of spatial basis with different local stochastic basis to exploit the local stochastic structure of the solution space. Zabaras and co-authors proposed a stochastic varia-
tional multiscale method for diffusion in heterogeneous random media [3, 14]. They combined the generalized polynomial chaos (gPC) method with variational multiscale method to do model reduction. In [1], Arnst and Ghanem considered the probabilistic equivalence and stochastic model reduction in multiscale analysis. In [22], Kevrekidis et al. applied the equation-free idea to study stochastic incompressible flow problems among others.

We also make some progress in developing numerical methods for multiscale PDEs with random coefficients by exploring the low-dimensional structure of the solutions and constructing problem-dependent basis functions to solve these RPDEs. In [10, 39, 21], we proposed the data-driven stochastic methods to solve partial differential equations with high-dimensional random input and/or multiscale coefficients. We found that the data-driven stochastic basis functions can be used to solve the RPDEs with many different force functions. However, to obtain these data-driven stochastic basis functions, we need to choose a set of force functions, solve the RPDEs for each force function, and extract related basis information. Therefore, these data-driven stochastic methods cannot fully explore the information hidden in the RPDE’s operator. This motivates us to develop more efficient data-driven stochastic methods to solve RPDEs.

In this paper, we propose a new approach to construct multiscale data-driven stochastic basis functions, which can be used to solve multiscale PDEs with random coefficients in the multiquery setting. Our method is inspired by the recent development in exploring intrinsic low-dimensional structures of the deterministic elliptic problems; see [20, 24, 31, 29, 30] and references therein. We shall use the following multiscale elliptic equation with random coefficient as an example to illustrate the main idea of our approach,

\[
L^\epsilon(x, \omega) u^\epsilon(x, \omega) \equiv -\nabla \cdot (a^\epsilon(x, \omega) \nabla u^\epsilon(x, \omega)) = f(x), \quad x \in D, \omega \in \Omega.
\]

More details about the setting of the problem (1) will be discussed in section 3. Our method consists of the offline and online stages. In the offline stage, we apply an optimization approach to systematically construct localized multiscale data-driven stochastic basis functions on each patch associated with each coarse interior grid. The basis functions are energy minimizing functions on local regions of the domain. Thus, they give an optimal approximation property of the stochastic multiscale solution operator. We emphasize that the construction of the basis functions only depends on the RPDE’s operator and does not depend on the forcing functions. Therefore, our method fully explores the information hidden in the RPDE’s operator.

In the online stage, using our localized multiscale data-driven stochastic basis functions, we can efficiently solve the multiscale RPDEs for a broad range of forcing functions. Under some mild conditions, we prove that the basis functions have exponential decay property away from the center of the local patch. In addition, we analyze the error between the numerical solution obtained from our method and the exact solution. Finally, we carry out several numerical experiments to show that our new method can offer considerable savings over many existing methods.

Though there are several prior works on the numerical methods for multiscale elliptic PDEs with random coefficients, the novelty of our paper is that we provide a unified approach to upscale the physical space and random space simultaneously. Moreover, the optimization approach that we use to construct the localized multiscale random basis functions (see (14)–(15)) enables us to explore the localized random structures in the solution space so that we can compute problems that are
parametrized by many random variables. More details will be demonstrated in Figure 1 and section 5.3. In addition, we prove that the multiscale random basis functions have an optimal approximation property. We remark that our paper shares some similarity with the idea presented in [17], in the sense that we both investigate the localized structures in the random space. However, we construct the local random basis functions and multiscale basis function at the same time by solving a local optimization problem.

The rest of the paper is organized as follows. In section 2, we give a brief introduction of the generalized polynomial chaos method and data-driven stochastic method and operator compression. In section 3, we first introduce the construction of localized basis functions for a deterministic elliptic operator. Then, we present the derivation of our multiscale data-driven stochastic basis functions. Issues regarding the practical implementation of our method will be discussed. Some convergence analysis of our method will be discussed in section 4.2. In section 5, we present numerical results to demonstrate the efficiency of our method. Concluding remarks are made in section 6.

2. Preliminaries. To make this paper self-contained, in this section we give a brief review of the gPC method and data-driven stochastic method.

2.1. The generalized polynomial chaos method. In many physical and engineering problems, randomness generally comes from various independent sources, so randomness in the PDE (1) is often given in terms of independent random variables. We assume the randomness in the differential operator \( L^\varepsilon(x, \omega) \) is given in terms of \( r \) independent random variables, i.e., \( \xi(\omega) = (\xi_1(\omega), \xi_2(\omega), \ldots, \xi_r(\omega)) \). Without loss of generality, we can further assume such independent random variables have the same distribution function \( \rho(x) \). We get \( L^\varepsilon(x, \omega) = L^\varepsilon(x, \xi_1(\omega), \ldots, \xi_r(\omega)) \). By the Doob–Dynkin lemma [28], the solution of (1) can still be represented by these random variables, i.e., \( u^\varepsilon(x, \omega) = u^\varepsilon(x, \xi_1(\omega), \ldots, \xi_r(\omega)) \).

Let \( \{H_i(\xi)\}_{i=1}^\infty \) denote the one-dimensional, \( \rho(\xi) \)-orthogonal polynomials, i.e.,

\[
\int_\Omega H_i(\xi) H_j(\xi) \rho(\xi) d\xi = \delta_{ij}.
\]

For some commonly used distributions, such as the Gaussian distribution and the uniform distribution, such orthogonal polynomial sets are Hermite polynomials and Legendre polynomials, respectively [15, 38]. For general distributions, such a polynomial set can be obtained by numerical methods [35]. Furthermore, by a tensor product representation, we can use the one-dimensional polynomial \( H_i(\xi) \) to construct a set of orthonormal basis \( H_\alpha(\xi) \)'s of \( L^2(\Omega) \) as follows:

\[
H_\alpha(\xi) = \prod_{i=1}^r H_{\alpha_i}(\xi_i), \quad \alpha \in \mathcal{J}_r^\infty,
\]

where \( \alpha \) is a multi-index and \( \mathcal{J}_r^\infty \) is a multi-index set of countable cardinality,

\[
\mathcal{J}_r^\infty = \{ \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_r) \mid \alpha_i \geq 0, \alpha_i \in \mathbb{N} \}.
\]

The zero multi-index corresponds to \( H_0(\xi) = 1 \), which is used to represent the mean of the solution. Clearly, the cardinality of \( \mathcal{J}_r^\infty \) is infinite. For the purpose of numerical computations, we prefer a finite set of polynomials. There are many choices of
tr truncations. One possible choice is the set of polynomials whose total orders are at most $p$, i.e.,

$$
\mathcal{J}_p^r = \left\{ \boldsymbol{\alpha} \mid \boldsymbol{\alpha} = (\alpha_1, \alpha_2, \ldots, \alpha_r), \alpha_i \geq 0, \alpha_i \in \mathbb{N}, |\alpha| = \sum_{i=1}^{r} \alpha_i \leq p \right\}.
$$

The cardinality of $\mathcal{J}_p^r$ in (3) or the number of polynomial basis functions, denoted by $N_{gPC} = |\mathcal{J}_p^r|$, is equal to $\frac{(p+r)!}{r!}$. Another good choice is the sparse truncation method proposed in [33, 18]. We may simply write such a truncated set as $\mathcal{J}$ when no ambiguity arises.

By the Cameron–Martin theorem [7], we know the solution of (1) admits a polynomial chaos expansion,

$$
u(x, \omega) = \sum_{\alpha \in \mathcal{J}^c} v_\alpha(x) H_\alpha(\xi(\omega)) \approx \sum_{\alpha \in \mathcal{J}_p^r} v_\alpha(x) H_\alpha(\xi(\omega)).
$$

The expansion coefficients $u_\alpha(x)$ can be obtained by the Galerkin projection with standard finite element basis functions. To simplify the notation, we write the polynomial chaos basis and its expansion coefficient in a vector form. Substituting the standard finite element basis functions. To simplify the notation, we write the polynomial chaos expansion,

$$
u(x, \omega) = \sum_{\alpha \in \mathcal{J}^c} v_\alpha(x) H_\alpha(\xi(\omega)) \approx \sum_{\alpha \in \mathcal{J}_p^r} v_\alpha(x) H_\alpha(\xi(\omega)).
$$

The expansion coefficients $u_\alpha(x)$ can be obtained by the Galerkin projection with standard finite element basis functions. To simplify the notation, we write the polynomial chaos basis and its expansion coefficient in a vector form. Substituting the standard finite element basis functions, we obtain a coupled PDEs system for the expansion coefficient $u_\alpha(x)$

$$
-\nabla \cdot (T_{\alpha\beta}^H(x) \nabla v_\alpha(x)) = f(x, \theta) E[H_\beta(\xi(\omega))], \quad \forall \beta \in \mathcal{J}_p^r,
$$

where the tensor $T_{\alpha\beta}^H(x) = E[a^c(x, \xi(\omega)) H_\alpha(\xi(\omega)) H_\beta(\xi(\omega))]$ and the Einstein summation is assumed. By solving (5), we can obtain the polynomial chaos solution. This is the basic idea of the polynomial chaos method that has been successfully applied to many SPDE problems. However, the number of the basis increases fast, which makes it inefficient for high-dimensional problems.

### 2.2. The data-driven stochastic method.

We recognized that limitations of the polynomial chaos method were caused by the predetermined (i.e., problem-independent) basis functions in the solution expansion (4). The use of predetermined basis functions has the advantage of being easy to implement; however, it has a limitation in tackling more challenging high-dimensional SPDE and RPDE problems. We found that many high-dimensional SPDE and RPDE problems have certain low-dimensional structures, in the sense of Karhunen–Loève expansion (KLE), which suggest the existence of reduced-order models and better formulations for efficient numerical methods. Motivated by this observation, we have made progress in developing a data-driven stochastic method (DSM) for solving high-dimensional RPDE problems [10, 40, 39, 21].

In the DSM, we explore the low-dimensional structures of the high-dimensional RPDE solutions and construct a set of problem-dependent stochastic basis functions $\{A_i(\omega)\}_{i=1}^m$, which give a compact representation for a broad range of forcing functions. The DSM consists of offline and online stages. In the offline stage, we use the KLE of RPDE solutions to construct a set of problem-dependent stochastic basis functions. Specifically, we assume that the force function $f(x)$ in (1) can be parameterized by $f(x) \approx \sum_{i=1}^{K} c_i f_i(x)$. With such a parametrization of $f(x)$, we begin our construction of the stochastic basis $\{A_i(\omega)\}_{i=1}^m$ based on the KL expansion of the RPDE solution of (1) with $f_i(x)$ as a forcing function. We propose an error analysis to evaluate the completeness of the data-driven basis $\{A_i(\omega)\}_{i=1}^m$. Multiple trial functions $f_i(x)$,
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$i = 2, \ldots, K$, are used to enrich the stochastic basis and improve the accuracy of our method. When this enriching process is done, we obtain the data-driven stochastic basis functions, denoted by \( \{ A_i(\omega) \}_{i=0}^{m} \), where \( A_0(\omega) \equiv 1 \) is used to represent the mean of the solution. In the online stage, we solve (1) for any given forcing function by projecting the stochastic solution into the data-driven stochastic basis,

\[
u(x, \omega) \approx \sum_{i=0}^{m} u_i(x) A_i(\omega).
\]

Then, we use the Galerkin projection to derive a coupled deterministic system of PDEs for \( u_i(x) \) and solve this system by any standard numerical method. Compared with the gPC method, the ratio of the computational complexities between DSM (in the online stage) and gPC is of an order \( O((m/N_p)^2) \), where \( m \) and \( N_p \) are the numbers of the basis used in the DSM and gPC, respectively. We expect that \( m \) is much smaller than \( N_p \) when the effective random dimension of the solution is small. More details about the construction of the data-driven stochastic basis can be found in [10].

The DSM is very efficient in solving RPDEs with many different force functions. However, it does not fully explore the information hidden in the Green’s function of the RPDEs (1). Since we need to choose a set of trial functions when we construct the data-driven stochastic basis functions.

3. Derivation of the multiscale data-driven stochastic basis functions.

In this section, we shall provide the detailed derivation of the multiscale data-driven stochastic basis functions. We first introduce the idea of constructing adaptive basis functions using an optimization approach for a deterministic elliptic operator. Then, we discuss the derivation of the multiscale data-driven stochastic basis functions using the optimization approach, which provides an effective model reduction method for the stochastic multiscale elliptic PDEs (1).

3.1. Localized basis functions for elliptic operator. Consider the deterministic elliptic equation with the homogeneous Dirichlet boundary conditions

\[
Lu(x) \equiv -\nabla \cdot (a(x) \nabla u(x)) = f(x), \quad x \in D,
\]

where the force function \( f(x) \in L^2(D) \). For a self-adjoint, positive definite operator \( L \), (7) has a unique solution, denoted by \( L^{-1} u(x) \). In practice, (7) can be solved using numerical methods, such as a finite element method or finite difference method. When the operator \( L \) contains multiscale features, i.e., \( L(\cdot) \equiv -\nabla \cdot (a^\epsilon(x) \nabla \cdot) \), where \( 0 < \epsilon \ll 1 \) is the small-scale parameter, one can construct multiscale basis functions to solve it efficiently [19]. Recently, much effort has been devoted to build localized basis functions that give an optimal approximation property of the solution operator. The basis functions are energy minimizing functions on local patches and provide an optimal convergence rate for elliptic problems in the energy norm (see [4, 24, 20, 30, 11]).

To construct such localized basis functions, we first partition the physical domain \( D \) into a set of regular coarse elements with mesh size \( H \gg \epsilon \). For example, we divide \( D \) into a set of nonoverlapping triangles \( \mathcal{T}_H = \{ K \} \) such that no vertex of one triangle lies in the interior of the edge of another triangle. In each element \( K \), we define a set of nodal basis \( \{ \varphi_j,K \} \) with \( d \) being the number of nodes of the element. We neglect the subscript \( K \) for notational simplicity. The functions \( \varphi_j(x) \) are called measurement functions, which are chosen as the characteristic functions on
Let each coarse element in [20, 30] and piecewise linear basis functions in [24]. In [23], we find that using the nodal basis functions will reduce the error so we use the same setting in this paper.

Let $N$ denote the set of interior vertices of $T_H$ and $N_x$ be the number of interior vertices. For every vertex $x_i \in N$, let $\varphi_i(x)$ denote the corresponding nodal basis function, i.e., $\varphi_i(x_j) = \delta_{ij}$. For now, we assume that all the nodal basis functions $\varphi_i(x)$ are continuous across the boundaries of the elements, so that

$$V_H = \{ \varphi_i(x) : i = 1, \ldots, d \} \subset H^1_0(D).$$

In order to obtain localized basis functions, we define local patches of coarse elements. For $r > 0$, let $S_r$ be the union of the elements $K_e$ intersecting the ball $B(x_i, r)$ which is centered at $x_i \in N$ and of radius $r$. Let $\psi^{loc}_i(x)$ be the minimizer of the following optimization problem:

\begin{align}
\psi_i^{loc} &= \arg \min_{\psi \in H^1_0(D)} \|\psi\|_a^2 \\
\text{s.t.} & \int_{S_r} \psi \varphi_j = \delta_{ij} \quad \forall 1 \leq j \leq N_x, \\
\psi(x) &= 0, \quad x \in D \setminus S_r.
\end{align}

In the objective function, $\|\psi\|_a$ is the energy norm associated with the differential operator $L$ defined by $\|\psi\|_a^2 = \int_D \nabla \psi(x) a(x) \nabla \psi(x) dx$. We neglect the superscript $\epsilon$ for notational simplicity. In (10), we have used the fact that the basis function $\psi$ defined on the whole domain has an exponential decay property so that we can localize the basis function $\psi$ to its associated patches $S_r$ and set $\psi(x) = 0, \ x \in D \setminus S_r$. On a uniform mesh of size $H$, if we choose the diameter $r$ of each patch to be $H \log(1/H)$, we will obtain a convergence rate of order $O(H)$ in the energy norm.

We have incorporated the boundary condition of the elliptic problem into the above optimization problem through the definition of the solution space $H^1_0(D)$ and the energy norm $\|\cdot\|_a$. After we obtain the localized basis functions, we use the Galerkin method to solve (7).

Recall that the number of localized basis functions is equal to the number of interior vertices. We can obtain the localized basis functions $\psi^{loc}_i, \ i = 1, \ldots, N_x$, by solving the optimization problem (8)–(10). In general, we cannot solve this optimization problem analytically as it is an optimization problem in infinite-dimensional space. Thus, we have to resort to numerical methods. In the finite element framework, we partition the physical domain $S_r$ into a set of nonoverlapping fine triangles with size $h \ll \epsilon$. Then, we use a standard finite element method to discretize $\psi_i, \varphi_j, \ 1 \leq i, j \leq N_x$. In the discrete level, the optimization problem (8)–(10) is reduced to a constrained quadratic optimization problem, which can be efficiently solved using Lagrange multiplier methods.

Remark 3.1. The localized basis functions $\psi^{loc}_i$ are defined on a coarse mesh. However, they are represented on a fine mesh, which already contains the small-scale information of the multiscale solution. Therefore, the localized basis functions allow us to solve the multiscale problems on a coarse mesh.

Remark 3.2. For a self-adjoint, elliptic different operator $L$ and its corresponding energy norm, the constrained quadratic optimization problem obtained from the numerical discretization of (8)–(10) is a convex optimization problem. The convexity property makes the problem easy to solve since a local minimum must be the global minimum.
3.2. Compression of the random space. We shall derive localized multiscale data-driven stochastic basis functions that can efficiently compress the solution space of multiscale elliptic PDEs with random coefficients. We consider the following problem posed on a bounded domain $D$ and subject to a Dirichlet boundary condition:

\begin{align}
-\nabla \cdot (a(x, \omega) \nabla u(x, \omega)) &= f(x), \quad x \in D, \omega \in \Omega, \\
u(x, \omega) &= 0, \quad x \in \partial D,
\end{align}

where the physical domain $D$ is assumed to be a convex polygon domain in $\mathbb{R}^d$, $d = 2, 3$, and $\Omega$ is a sample space. The forcing function $f(x)$ is assumed to be in $L^2(D)$ (not just $H^{-1}(D)$) because this is necessary for the compactness of the solution space. We also assume that the problem is uniformly elliptic almost surely, namely, there exist $a_{\min}, a_{\max} > 0$, such that

\begin{equation}
P(\omega \in \Omega : a(x, \omega) \in [a_{\min}, a_{\max}] \forall x \in D) = 1.
\end{equation}

Note that we do not make any assumption on the regularity of the coefficient $a(x) \in L^\infty(D)$, which can be arbitrarily rough for each realization $a(x, \omega)$. Furthermore, we assume $a(x, \omega)$ is parameterized in terms of $r$ independent random variables, i.e., $a(x, \omega) = a(x, \xi_1(\omega), \ldots, \xi_r(\omega))$, and then according to the Doob–Dynkin lemma the solution can be represented by these random variables, i.e., $u(x, \omega) = u(x, \xi_1(\omega), \ldots, \xi_r(\omega))$.

Proceeding with the construction of the multiscale data-driven stochastic basis, we introduce the concept of compression of the random space. To demonstrate the main idea, let us first consider the localized basis functions and the compression of the physical space. The localized basis functions $\psi_i^{\text{loc}}(x)$, $i = 1, \ldots, N$ are associated with the interior vertices of coarse elements with mesh size $H$. However, when we solve the problem (8)–(10) numerically, each basis function $\psi_i^{\text{loc}}(x)$ is represented by a set of finite element basis functions defined on $S_r$, i.e., $\psi_i^{\text{loc}}(x) = \sum_{s=1}^{N_r} b_s^i \lambda_s(x)$, where $\lambda_s(x)$ are defined on fine elements with mesh size $h$ and $N_r$ is the number of fine-scale finite element basis functions. The small-scale information has already been captured by the basis functions $\psi_i^{\text{loc}}(x)$.

In the random space, we also have a similar structure. Consider a probability space $\{\Omega, \mathcal{F}, P\}$ and $\xi(\omega) = (\xi_1(\omega), \xi_2(\omega), \ldots, \xi_r(\omega))$ is a set of independent and identically distributed (i.i.d.) random variables on $\Omega$. From this parametrization, we define a set of polynomial basis functions, $H_\alpha(\xi(\omega))$, $\alpha \in \mathbb{N}^r$. By the Cameron–Martin theorem [7], any random variable $X(\omega)$ with finite variance can be represented as $X(\omega) = \sum_{\alpha \in \mathbb{N}^r} c_\alpha H_\alpha(\xi(\omega)) \approx \sum_{\alpha \in \mathbb{N}^r} c_\alpha H_\alpha(\xi(\omega))$. In general, the polynomial basis functions can be applied to most random systems. However, the number of the basis functions grows exponentially fast with respect to $r$ and $p$.

Our recent studies on the elliptic PDEs with random coefficients show that when the random coefficients have some regularity in the stochastic space and the force function $f(x)$ is in $L^2(D)$, the solutions have some sparse or low-dimensional representation. Therefore, we can compress the dimension of the solution space by constructing data-driven stochastic basis functions [10, 40, 39, 21]. Compared to the polynomial basis functions, the data-driven stochastic basis functions are more efficient in solving elliptic PDEs with random coefficients.

3.3. Construct multiscale data-driven stochastic basis functions. In this section, we shall propose a new approach to compress the physical and random space simultaneously. In the physical space, we use the same notation defined in section
3.1. The key is to construct a set of multiscale data-driven stochastic basis functions. In (10), the nodal basis functions \( \varphi_j(x) \) are defined on coarse elements. The number of coarse elements controls the degree of freedom that we want to compress in the physical space.

In the random space, we choose a set of low-order polynomials, e.g., \( \{ H_{\alpha}(\xi(\omega)) \} |\alpha| = \sum_{i=1}^{\alpha} \leq p \} \), \( p \) is small, and the total number is \( N_\xi \). For notational simplicity, we re-order this set of low-order polynomials as \( \{ H_{l}(\xi(\omega)) \}, 1 \leq l \leq N_\xi \}. \) Let \( \psi_{i,k}(x, \xi(\omega)) \) be the minimizer of the following optimization problem, where indices \( i \) and \( k \) are associated with physical and random dimensions

\[
\psi_{i,k}(x, \xi(\omega)) = \arg \min_{\psi \in H^1_0(D) \otimes L^2(\Omega)} \| \psi(x, \xi(\omega)) \|^2_\alpha
\]

s.t. \( E \left[ \int_D \psi(x, \xi(\omega)) \varphi_j(x) H_l(\xi(\omega)) dx \right] = \delta_{i,j} \delta_{k,l} \forall 1 \leq j \leq N_x, 1 \leq l \leq N_\xi, \)

where the number of the basis functions is \( N_x N_\xi \). In the objective function (14), \( \| \psi \|_\alpha \) is the energy norm associated with the differential operator \( \mathcal{L} \) defined by \( \| \psi \|_\alpha^2 = E \left[ \int_D \nabla \psi^T(x, \omega) a(x, \omega) \nabla \psi(x, \omega) dx \right] \). In the constraint (15), the condition \( \delta_{k,l} \) ensures that different \( \psi_{i,k} \) with different \( k \) are uncorrelated, which is important in the optimality approximation property stated in Lemma 3.2 and Theorem 3.3. We neglect the superscript \( \epsilon \) for notational simplicity. The boundary condition of the elliptic problem has already been incorporated in the above optimization problem through the definition of the solution space \( H^1_0(D) \otimes L^2(\Omega) \) and the corresponding energy norm \( \| \cdot \|_\alpha \). Under the uniformly elliptic assumption, our multiscale stochastic basis functions \( \psi_{i,k}(x, \xi(\omega)) \) still maintain the energy minimizing and exponential decay property in physical space. The proof will be provided later.

We solve the optimization problem (14)–(15) using numerical methods. Specifically, we apply the stochastic finite element method (SFEM) [15] to discretize \( \psi_{i,k}(x, \xi(\omega)) \) and represent

\[
\psi_{i,k}(x, \xi(\omega)) = \sum_{s=1}^{N_h} \sum_{\alpha \in \mathcal{F}_p} b^{k}_{s,\alpha} \lambda_s(x) H_{\alpha}(\xi(\omega)),
\]

where \( \lambda_s(x) \) are FEM nodal basis functions defined on fine elements with mesh size \( h \), \( N_h \) is the number of FEM nodal basis, and \( H_{\alpha}(\xi(\omega)) \) are the high-order polynomials basis with cardinality \( |\mathcal{F}_p| \) for a large \( p \). In the discrete level, the optimization problem (14)–(15) is reduced to a constrained quadratic optimization problem, which can be efficiently solved using the Lagrange multiplier method. After we obtain the basis functions \( \{ \psi_{i,k}(x, \xi(\omega)) \} \), we can use the Galerkin method to solve (11) for many different force functions.

Remark 3.3. In the optimization problem (14)–(15), we choose a set of low-order polynomials \( H_l(\xi(\omega)) \), \( 1 \leq l \leq N_\xi \) as measurement functions in the random space. However, the random part of the multiscale data-driven stochastic basis functions \( \psi_{i,k}(x, \xi(\omega)) \) are represented by a set of polynomials with a high cardinality; see (16).

The SFEM is an efficient method to solve elliptic PDEs with random coefficients. However, the size of the coupled linear system grows dramatically when we increase the degree of freedom in the random space and/or the physical space, which limits its scope in tackling more challenging high-dimensional SPDE and RPDE problems. With our multiscale data-driven stochastic basis, we compress both the random space and physical space so that we can efficiently solve (11).
3.4. Exponential decay of the basis functions in physical space. In this section we shall show that the basis functions \( \psi_{i,k}(x, \xi(\omega)) \) obtained by the optimization problem (14)–(15) have an exponential decay property with respect to node \( x_i \) in the physical space. Recall that any feasible solution has a gPC expansion \( \psi(x, \xi(\omega)) = \sum_{\alpha \in \mathbb{Z}^p} g_{\alpha}(x) H_{\alpha}(\xi(\omega)) \) with \( |\alpha| \gg N_\xi \). We first fix \( k \) and substitute \( \psi(x, \xi(\omega)) \) into the constraint (15) and compute the expectation with respect to \( H_l(\xi(\omega)), \ 1 \leq l \leq N_\xi \). We know the basis functions \( \psi_{i,k}(x, \xi(\omega)) \) satisfy

\[
\psi_{i,k}(x, \xi(\omega)) = g_{i,k}(x) H_k(\xi(\omega)) + g_{i,N_{\xi}+1}(x) H_{N_{\xi}+1}(\xi(\omega)) + \cdots + g_{i,|\alpha|-1}(x) H_{|\alpha|-1}(\xi(\omega))
\]

(17) \[ = g_{i,k}(x) H_k(\xi(\omega)) + R_{i,k}(x, \xi(\omega)), \]

where \( R_{i,k}(x, \xi(\omega)) \) denotes the remaining terms in \( \psi_{i,k}(x, \xi(\omega)) \) except for \( g_{i,k}(x) H_k(\xi(\omega)) \) in the random space, which consists of \( H_k(\xi(\omega)) \) and a linear combination of high-order gPC basis.

To study the property of the basis \( \psi_{i,k}(x, \xi(\omega)) \) in the physical space, we consider the optimization problem realization by realization. Let \( \xi(\omega^*) \) be a random sample, and then constraint (15) is reduced to the following form:

\[
\int_D (g_{i,k}(x) H_k(\xi(\omega^*)) + R_{i,k}(x, \xi(\omega^*))) \varphi_j(x) dx = \delta_{i,j} \quad \forall 1 \leq j \leq N_x.
\]

(18)

We consider the physical component first since the form (18) almost surely satisfies the constraint in the random space. For a deterministic elliptic PDE, it has been proved that \( \psi_{i,k}(x, \xi(\omega^*)) = g_{i,k}(x) H_k(\xi(\omega^*)) + R_{i,k}(x, \xi(\omega^*)) \) will decay exponentially fast away from physical node \( x_i \) [24, 30, 20]. Therefore, we know that \( \psi_{i,k}(x, \xi(\omega)) \) has the exponential decay property in the physical space almost surely. Furthermore, we get that each gPC expansion coefficient (e.g., \( g_{i,k}(x) \) or \( g_{i,N_{\xi}+n}(x), n \geq 1 \)) will decay exponentially fast away from physical node \( x_i \). Finally, we reach to the following proposition.

**Proposition 3.1.** Consider the construction of the multiscale data-driven stochastic basis functions in (14)–(15), and let \( H \) be the mesh size of the coarse elements and \( S_r \) be the union of the elements \( K_e \) intersecting the ball \( B(x_i, r) \) which is centered at \( x_i \in N \) and of radius \( r > 0 \). The basis function \( \psi_{i,k}(\cdot, \xi(\omega)) \) satisfies the following property:

\[
\int_{D \cap (B(x_i, r))} E[\nabla \psi_{i,k}^T(\cdot, \xi(\omega)) a(\cdot, \omega) \nabla \psi_{i,k}(\cdot, \xi(\omega))] dx 
\leq e^{1-\pi l} \int_D E[\nabla \psi_{i,k}^T(\cdot, \xi(\omega)) a(\cdot, \omega) \nabla \psi_{i,k}(\cdot, \xi(\omega))] dx
\]

with \( l = 1 + \frac{\xi}{\pi} \sqrt{\frac{\max}{\min}} (1 + 2^{1/2}(2/\delta)^{1+d/2}) \) and \( 0 < \delta < 1 \) a parameter such that the coarse element contains a ball with radius \( \delta H \).

The proof for the deterministic case is given in [30], which is based on an iterative Caccioppoli-type argument. The exponential decay rate is almost surely uniform for each realization under the assumption (13). This proposition enables us to localize the basis functions so the corresponding stiffness matrix is sparse. Specifically, we
Fig. 1. Profiles of the multiscale data-driven stochastic basis functions. Upper left: $\psi_{\text{near}}(x,y)$. Lower left: $\psi_{\text{near}}^H(x,y)$. Upper right: $\psi_{\text{far}}(x,y)$. Lower right: $\psi_{\text{far}}^H(x,y)$. Here, “near” (“far”) means the basis is associated with the node $x_{\text{near}} (x_{\text{far}})$, and “L” (“H”) means the projection of the basis function on a low- (high-) order polynomial basis.

solve the following optimization problems:

\begin{equation}
\psi^{\text{loc}}_{i,k}(x,\xi(\omega)) = \arg\min_{\psi \in H^1_0(D) \otimes L^2(\Omega)} \|\psi(x,\xi(\omega))\|_2^2
\end{equation}

\begin{equation}
\begin{aligned}
\text{s.t. } & \mathbb{E} \left[ \int_{S_r} \psi(x,\xi(\omega))\varphi_j(x)H_l(\xi(\omega))dx \right] = \delta_{i,j}\delta_{k,l}, \quad \forall 1 \leq j \leq N_x, 1 \leq l \leq N_\xi, \\
& \psi(x,\xi(\omega)) = 0, \quad x \in D\setminus S_r,
\end{aligned}
\end{equation}

where $S_r$ is the union of the elements $K_e$ intersecting the ball $B(x_i,r)$ which is centered at $x_i \in \mathcal{N}$ and of a radius $r$. The construction (20)–(22) enables us to obtain basis functions that capture the localized random structure in the solution space. To illustrate, we consider the problem (11)–(12) on $D = [0,1] \times [0,1]$ with a coefficient that has a localized random structure, i.e.,

\begin{equation}
a^\varepsilon(x,y,\omega) = 0.1 + \frac{2 + p\sin 2\pi x/\varepsilon}{2 - p\cos 2\pi y/\varepsilon}\xi(\omega) \mathbf{1}_{D_1}(x,y),
\end{equation}

where $p = 1.5$, $\varepsilon = 1/31$, $\xi(\omega) \in U[0,1]$, $\mathbf{1}_{D_1}(x,y)$ is an indicator function, and $D_1 = [1/8,3/8] \times [1/8,3/8]$. Obviously the random structure in $a^\varepsilon(x,y,\omega)$ is localized in a subdomain.

In Figure 1, we show the profiles of multiscale data-driven stochastic basis functions associated with two different coarse vertices $x_{\text{near}} = (\frac{1}{8},\frac{1}{8})$ and $x_{\text{far}} = (\frac{3}{8},\frac{7}{8})$. For simplicity, we introduce the following notation, $\psi^{\text{near}}_L(x,y)$, $\psi^{\text{near}}_H(x,y)$, $\psi^{\text{far}}_L(x,y)$, and $\psi^{\text{far}}_H(x,y)$. Here, “near” (“far”) means the basis is associated with the node $x_{\text{near}} (x_{\text{far}})$, which is near (far from) the random region $D_1$. “L” means the projection of the basis function on a polynomial of order 0, while the “H” means the projection of the basis function on a polynomial of order 5. In our experiment, we find that $\psi^{\text{near}}_H(x,y)$ still has large magnitude as it is close to $D_1$, but $\psi^{\text{far}}_H(x,y)$ has a negligible magnitude as it is far away. Therefore, our method automatically captures localized stochastic structures in the solution space, which allows us to further reduce the computational cost.
3.5. Optimal approximation property of the basis functions. We shall show that the basis functions $\psi_{i,k}(x, \xi(\omega))$ have some remarkable optimal approximation properties that can be used for practical computation. First, we define the tensor basis $\phi_{j,l}(x, \xi(\omega)) = \varphi_j(x)H_l(\xi(\omega))$, where $\varphi_j(x)$ and $H_l(\xi(\omega))$, $1 \leq j \leq N_x, 1 \leq l \leq N_\xi$ are defined in (15). Then, we define the inner products in the tensor space as

\begin{align}
(u, v) &= \mathbb{E} \left[ \int_D u(x, \omega)v(x, \omega)dx \right], \\
(u, v)_a &= \mathbb{E} \left[ \int_D \nabla^T u(x, \omega)\alpha(x, \omega)\nabla v(x, \omega)dx \right].
\end{align}

Equipped with the above definitions, we know that (15) implies $\phi_{j,l}, \psi_{i,k,\omega}$ are orthogonal to the space spanned by the basis $\varphi_i$, i.e., $f(x) \in \text{span}\{\varphi_i\}_{i=1}^{N_r}$. Namely, $f(x)$ can be approximated by $\text{span}\{\varphi_i\}_{i=1}^{N_r}$ up to an $O(H)$ error. Using the integration by parts and the definition of (25), (26), we easily find that for every $v \in V_0$

\begin{equation}
\psi_{i,k,\omega} = 0 \quad \forall 1 \leq i \leq N_x, 1 \leq k \leq N_\xi.
\end{equation}

Based on the above definition, we prove the following lemma.

**Lemma 3.2.** Let $u(x, \omega) \in V$ and $u^*(x, \omega) = \sum_{i=1}^{N_r} \sum_{k=1}^{N_\xi} u_{i,k} \psi_{i,k}(x, \xi(\omega))$ with $\psi_{i,k}(x, \xi(\omega))$ defined by (14) and $u_{i,k} = (u(x, \omega), \phi_{i,k}(x, \xi(\omega)))$. Then, we have

\begin{equation}
(u(x, \omega), u(x, \omega))_a = (u^*(x, \omega), u^*(x, \omega))_a + ((u - u^*)(x, \omega), (u - u^*)(x, \omega))_a.
\end{equation}

**Proof.** According to the definition, it is obvious that $(u - u^*) \in V_0$. Then use the orthogonal condition (27), we know that $(u - u^*)_a = 0$. Thus, $(u, u)_a = ((u - u^*) + u^*)_a = (u - u^*)_a + (u^*)_a = (u^*)_a + ((u - u^*)_a).

Using the above lemma, we obtain the optimal approximation property of our multiscale data-driven stochastic basis functions.

**Theorem 3.3.** Let $u(x, \omega)$ be the exact solution to (11) and $u^*(x, \omega)$ be the numerical solution obtained using our method, i.e., $u^*(x, \omega) = \sum_{i=1}^{N_r} \sum_{k=1}^{N_\xi} (u(x, \omega), \phi_{i,k}(x, \xi(\omega)))\psi_{i,k}(x, \xi(\omega))$. Then, we get the optimal approximation property

\begin{equation}
((u - u^*), (u - u^*))_a = \inf_{v \in V_{DSM}} (u - v, u - v).
\end{equation}

**Proof.** The proof of (29) is simply based on the result obtained in the Lemma 3.2 and the fact that $u - u^*$ is orthogonal to the space $V_{DSM}$ with respect to the inner product $(\cdot, \cdot)_a$. 

4. Error analysis. We shall analyze the error between the numerical solution obtained from our method, denoted by $u_{DSM}(x, \omega)$ and the exact solution $u(x, \omega)$. For notational simplicity, we omit the superscript $\varepsilon$. We choose the mesh size $h$ of the fine grids small enough so that the error between $u(x, \omega)$ and the FEM solution $u_h(x, \omega)$ is negligible. Thus, we simply choose $u_h(x, \omega)$ as a reference solution. Before proceeding to the main analysis, let us first introduce some notation and assumptions.
4.1. Some notation and assumptions. Throughout the section, we shall use $D$ to denote the spatial domain and $\Omega$ to denote the random event space. Then in the tensor space $H^1_0(D) \otimes L^2(\Omega)$, we define the norm by

$$\|u\|_{H^1_0(D) \otimes L^2(\Omega)} = \left( \int_\Omega \left( \int_D |\nabla_x u(x, \xi(\omega))|^2 \,dx \right) \,dP(\omega) \right)^{\frac{1}{2}},$$

where $P(\omega)$ is the probability distribution function of random variables. Moreover, the corresponding energy norm associated with coefficient $a(x, \xi(\omega))$ can be defined by

$$\|u\|_{aH^1_0(D) \otimes L^2(\Omega)} = \left( \int_\Omega \left( \int_D a(x, \xi(\omega)) |\nabla_x u(x, \xi(\omega))|^2 \,dx \right) \,dP(\omega) \right)^{\frac{1}{2}},$$

where we use a subscript “$a$” in the norm notation to indicate that the norm is associated with $a(x, \xi(\omega))$. In addition, we need higher regularity in the random space when we estimate the convergence rate of our method in the random space. Let $D^r_\xi u(x, \cdot)$ denote the $r$th-order mixed derivatives of $u(x, \cdot)$ with respect to the variable $\xi = (\xi_1, \ldots, \xi_r)$ in the random space, where $\nu = (\nu_1, \ldots, \nu_r)$ and $\nu_i$ are nonnegative integers. Then, we define the norm and the seminorm in the random space as follows:

$$|u(x, \cdot)|^2_{H^r(\Omega)} = \int_\Omega \sum_{|\nu| \leq p} |D^\nu_\xi u(x, \cdot)|^2 \,dP(\omega),$$

$$|u(x, \cdot)|^2_{H^r(\Omega)} = \int_\Omega \sum_{|\nu| = p} |D^\nu_\xi u(x, \cdot)|^2 \,dP(\omega).$$

Finally, we assume the stability of the solution with respect to the random dimension 

Assumption 4.1. If $u(x, \omega)$ is the solution to (11) with boundary condition (12), and $u(x, \cdot) \in H^p(\Omega), \forall x \in D$, then, there exists two positive constants $C_1, C_2$ that depend on the values of $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ and the bound of the derivative of $a(x, \xi(\omega))$ with respect to $\xi(\omega)$ so that the following inequalities hold:

$$\|u(x, \cdot)\|_{H^p(\Omega)} \leq C_1 \|f(x)\|_{L^2(D)} \quad \forall x \in D,$$

$$\|\nabla_x u(x, \cdot)\|_{H^p(\Omega)} \leq C_2 \|f(x)\|_{L^2(D)} \quad \forall x \in D,$$

where $f(x)$ is the source term and $p$ is the regularity of $u(x, \cdot)$ with respect to the random variables and is problem-dependent.

The above assumption is satisfied if $a(x, \xi(\omega))$ satisfies certain regularity conditions. We refer the interested reader to [13] for more details.

4.2. Error analysis. After introducing the necessary notation and assumption, we are in the position to proceed to the error analysis. We shall consider errors from the spatial space and the random space approximation. Applying the triangle inequality, we divide the error into three parts,

$$\|u_h - u^{DSM}\| \leq \|u_h - u_h^{PC}\| + \|u_h^{PC} - u_H^{PC}\| + \|u_H^{PC} - u^{DSM}\|,$$

where $u_h$ refers to the reference solution obtained using the finite element method (FEM) on fine mesh with size $h$, $u_h^{PC}$ is the gPC solution obtained using the same fine
mesh as \( u_h, u_H \) is gPC solution obtained using the new multiscale basis functions in the physical space (see (14)–(15)), and \( u^{DSM} \) is the solution obtained using the same multiscale basis as \( u_H \) but the dimension of the random basis is further reduced. We have assumed that the error between \( u_h \) and the exact solution \( u \) to (11) is negligible.

We first analyze the error between \( u_h(x, \omega) \) and the solution \( u_h^{gPC}(x, \omega) \). To illustrate the main idea, we assume the coefficient in (11) is parameterized by one-dimensional random variable \( \xi(\omega) = \xi_1(\omega) \) that follows uniform distribution \( U[-1, 1] \) and the basis functions in the gPC method are Legendre polynomials. But we emphasize that the convergence estimate (36) holds for general gPC methods if we tensorize the orthogonal polynomials and use the multi-index.

**Lemma 4.2.** Let \( u_h(x, \omega) \) be the reference solution and \( u_h^{gPC}(x, \omega) \) be the gPC solution using the same mesh. Then we get the convergence estimate as follows:

\[
\|u_h - u_h^{gPC}\|_{(\alpha, H^2(D) \otimes L^2(\Omega))} \leq C_p N^{-p}\|f(x)\|_{L^2(D)},
\]

where \( N \) is the highest order of polynomial basis in the gPC method, \( p \) is an integer that quantifies the regularity of \( u_h(x, \omega) \) in the random space, and \( C_p \) is a constant that is independent of \( N \) but depends on \( a_{\min} \) and \( a_{\max} \).

**Proof.** Let \( L_k(\xi(\omega)) \) be the Legendre polynomial of order \( k \) and \( S_N \) be the space spanned by Legendre polynomials of degrees at most \( N \), i.e., \( S_N = \text{span}\{L_k(\xi(\omega))\}_{k=0}^N \). Let \( P_N \) denote the projection operator on \( S_N \). Specifically, we have the projection of \( u_h(\omega) \) onto \( S_N \) defined as \( P_N u_h(\omega) = \sum_{k=0}^N u_h(L_k(\xi(\omega))) \), where the coefficients \( u_k = \frac{(u_h, L_k)}{(L_k, L_k)} \) and the inner product of two functions are defined as \( (v, w) \equiv \int_\Omega v(\omega)w(\omega)dP(\omega) \). To estimate the decay rate in the projection coefficients, we use the property that Legendre polynomials satisfy the Sturm–Liouville eigenvalue problem as follows:

\[
\mathcal{L} L_k(\xi(\omega)) = \frac{d}{d\xi} \left( (1 - (\xi(\omega))^2) \frac{d}{d\xi} \right) L_k(\xi(\omega)) = -k(k+1)L_k(\xi(\omega)).
\]

Some simple calculations imply that

\[
(u_h, L_k) = -\frac{1}{2k(k+1)} \int_{-1}^1 u_h(\mathcal{L} L_k) dP(\omega) = -\frac{1}{k(k+1)} (\mathcal{L} u_h, L_k).
\]

Then, we repeat the above derivation and get \( (u_h, L_k) = (-\frac{1}{k(k+1)})^l (\mathcal{L}^l u_h, L_k) \), where \( l \geq 1 \) is an integer. Finally, we obtain the error estimate of the projection approximation as

\[
\|u_h(\omega) - P_N u_h(\omega)\|_{L^2(\Omega)}^2 = \sum_{k=N+1}^\infty \frac{(u_h, L_k)^2_{L^2(\Omega)}}{(L_k, L_k)_{L^2(\Omega)}} (\mathcal{L}^l u_h, L_k)^2_{L^2(\Omega)} \leq N^{-2l} \|\mathcal{L}^l u_h\|_{L^2(\Omega)}^2 \leq C_p N^{-2l} \|u_h\|_{H^1(\Omega)}^2,
\]

where the Parseval’s identity is used in the first equation. Using the gPC method to solve (11), we know that \( u_h^{gPC}(x, \omega) = P_N u_h(x, \omega) \). If we take the regularity index \( p = 2l \) and use the stability assumptions (33), (34) and integrate over the physical space \( D \), we prove the lemma. \( \square \)
When the coefficient in (11) is parameterized by \( r \) i.i.d. random variables \( \xi = (\xi_1, \ldots, \xi_r) \), we use the multi-index \( \alpha = (\alpha_1, \ldots, \alpha_r) \), \( 0 \leq \alpha_i \leq N_i \), \( \alpha_i \in \mathbb{N} \) to label the gPC basis and the multi-index \( \nu = (\nu_1, \ldots, \nu_r) \), \( \nu_i \geq 0 \), \( \nu_i \in \mathbb{N} \) to label the order of the mixed derivatives. We define the tensorized Legendre polynomials by \( L_\alpha(\xi(\omega)) = \prod_{i=1}^r L_{\alpha_i}(\xi_i(\omega)) \) and \( S_N = \text{span}\{L_\alpha(\xi(\omega))\} \). Let \( P_N \) denote the projection operator on \( S_N \), i.e., \( P_N \hat{u}_h(\omega) = u_\alpha L_\alpha(\xi(\omega)) \), where the Einstein summation convention is used and \( N = \prod_{i=1}^r N_i \).

**Corollary 4.3.** Let \( u_h(x, \omega) \) be the reference solution and \( u_h^{gPC}(x, \omega) = P_N u_h(x, \omega) \) be the gPC solution using the same mesh. Then we get the convergence estimate as follows:

\[
\| u_h(x, \omega) - P_N u_h(x, \omega) \|_{L^2(\Omega)}^2 \leq (N_1^{-4\nu_1}N_2^{-4\nu_2} \cdots N_r^{-4\nu_r}) \| \mathcal{L}^{\nu} u_h \|_{L^2(\Omega)}^2.
\]

If the highest order of the polynomials are the same in each random variable and \( |\nu| = \sum_{i=1}^r \nu_i \), we get

\[
\| u_h(x, \omega) - P_N u_h(x, \omega) \|_{L^2(\Omega)}^2 \leq N_1^{-4|\nu|} \| \mathcal{L}^{\nu} u \|_{L^2(\Omega)}^2 \leq C p N_1^{-4|\nu|} \| u \|_{H^{|\nu|}(\Omega)}^2.
\]

**Remark 4.1.** One may choose the best \( N \)-term Galerkin approximations in the gPC method, which reduces the total number of basis functions and maintains an optimal convergence rate \([13]\). In this paper, we do not want to complicate the presentation by pursuing this direction.

**Remark 4.2.** The classical orthogonal polynomials arise from a differential equation of the form

\[
Q(x)u''(x) + L(x)u'(x) = \lambda u,
\]

where \( Q(x) \) and \( L(x) \) are polynomials and the function \( u(x) \) and the constant \( \lambda \) are obtained by solving this Sturm–Liouville type eigenvalue problem. The solutions of (42) have singularities unless \( \lambda \) takes on specific values. Let \( \{\lambda_k, u_k(x)\} \), \( k = 0, 1, \ldots \) denote the corresponding eigenvalues and eigenfunctions. Then, \( \{u_k(x)\} \) form a set of orthogonal polynomials and the eigenvalues satisfy \( \lambda_k = \frac{k(k-1)}{2}Q''(x) + kL'(x) \) \([2, 8]\). Therefore, the error estimates proved in Lemma 4.2 and the Corollary 4.3 hold for other types of orthogonal polynomials.

We then analyze the error of the gPC solutions obtained on the fine mesh and the coarse mesh.

**Lemma 4.4.** Let \( u_h^{gPC}(x, \omega) \) and \( u_H^{gPC}(x, \omega) \) denote the gPC solutions obtained on the fine mesh with FEM basis functions and the coarse mesh with our multiscale basis functions, respectively. We get the following error estimate:

\[
\| u_h^{gPC} - u_H^{gPC} \|_{(a, H^1_0(D) \cap L^2(\Omega))} \leq C_2 H \| f(x) \|_{L^2(D)},
\]

where \( C_2 \) depends on \( a_{\min} \) and \( a_{\max} \) and \( H \) is the mesh size of coarse elements.

**Proof.** We only need to analyze the error in the physical space as the random space is discretized using the same method. Let \( V_h \) denote the space spanned by the FE nodal basis functions on the fine mesh. For each realization \( \omega \), we know that \( u_h^{gPC}(x, \omega) \in V_h \cap H^1_0(D) \) and \( u_H^{gPC}(x, \omega) \in V_h \cap H^1_0(D) \). Let \( e(x, \omega) = u_h^{gPC}(x, \omega) - u_H^{gPC}(x, \omega) \) denote the error. We have \( e(x, \omega) \in V_h \cap H^1_0(D) \). Using the \( e(x, \omega) \) as the test function to derive the weak formulation of (11), we get

\[
a\left( u_h^{gPC}(x, \omega), e(x, \omega) \right) = \left( f(x), e(x, \omega) \right).
\]
Using the Galerkin orthogonality property $a(u^{gPC}_H(x,\omega), e(x,\omega)) = 0$, we get
\begin{equation}
\tag{45}
a(e(x,\omega), e(x,\omega)) = (f(x), e(x,\omega)).
\end{equation}

We introduce a coarse mesh interpolation operator $\mathcal{J}_H$, which is a weighted Clément’s interpolation defined in [12]. Given $v \in V_h \cap H^1_0(D)$, $\mathcal{J}_H v = \sum_{x_j \in \mathcal{N}} (\mathcal{J}_H v)(x_j) \varphi_j(x)$, where $(\mathcal{J}_H v)(x_j) = \int_D v \varphi_j(x) dx / \int_D \varphi_j(x) dx$. Then we have $\mathcal{J}_H e(x,\omega) = 0$. From (45), we get the estimate as follows:
\begin{equation}
\tag{46}
\|e(x,\omega)\|_a \lesssim H \|f(x)\|_{L^2(D)} \|e(x,\omega)\|_{H^1(D)},
\end{equation}

and the right-hand-side term is defined as
\begin{equation}
\tag{50}
(f, v) = \int_{\Omega} \int_D f(x) v(x,\omega) dx dP(\omega).
\end{equation}

Note that $u^{gPC}_H(x,\omega)$ and $u^{DSM}_H(x,\omega)$ are represented using the same physical basis functions and the gradient in the bilinear form of $a(u, v)$ is only in respect to the physical space. We have
\begin{align}
\tag{51} a(u^{gPC}_H(x,\omega), v(x,\omega)) &= (f(x), v(x,\omega)) \quad \forall v(x,\omega) \in V_{DSM}, \\
\tag{52} a(u^{DSM}_H(x,\omega), v(x,\omega)) &= (f(x), v(x,\omega)) \quad \forall v(x,\omega) \in V_{DSM}.
\end{align}
Then, we get the following orthogonality condition:

\[(53) \quad a(u^{gPC}_H(x,\omega) - u^{DSM}(x,\omega), v(x,\omega)) = 0 \quad \forall v(x,\omega) \in V_{DSM}.\]

Similar to the derivation of the Céa’s lemma, combining with \((53)\) and using the fact \(u^{DSM}(x,\omega) \in V_{DSM}\), we obtain

\[a(u^{gPC}_H - u^{DSM}, u^{gPC}_H - u^{DSM}) = a(u^{gPC}_H - u^{DSM}, u^{gPC}_H - v) \quad \forall v \in V_{DSM}.\]

Then we get the following error estimate:

\[
\|u^{gPC}_H - u^{DSM}\|_{(a,H^1(D) \otimes L^2(\Omega))} \leq \inf_{v \in V_{DSM}} \|u^{gPC}_H - v\|_{(a,H^1(D) \otimes L^2(\Omega))},
\]

\[\leq C_3 \inf_{v \in V_{DSM}} \|u^{gPC}_H - v\|_{H^1(D) \otimes L^2(\Omega)},\]

where \(C_3\) depends on \(a_{\min}\) and \(a_{\max}\). Since \(u^{gPC}_H(x,\omega)\) and \(u^{DSM}(x,\omega)\) are represented using the same physical basis functions, we only analyze the error generated from the random space. For each node \(x_i\) on the coarse mesh, we have

\[(55) \quad u^{gPC}_H(x_i,\omega) = \sum_{l=1}^{N_{gPC}} u^{gPC}_{H,l}(x_i) H_l(\xi(\omega)), \quad \text{and} \quad u^{DSM}(x_i,\omega) = \sum_{k=1}^{N_\xi} u^{DSM}(x_i) A_k(\xi(\omega)),\]

where each \(A_k(\xi(\omega))\) is a linear combination of gPC basis \(H_l(\xi(\omega))\), i.e., \(A_k(\xi(\omega)) = \sum_{l=1}^{N_{gPC}} A_{kl} H_l(\xi(\omega))\). Applying the Gram–Schmidt algorithm to \(\{A_k(\xi(\omega))\}_{k=1}^{N_\xi}\), we can construct a set of orthogonal basis functions, still denoted by \(\{A_k(\xi(\omega))\}_{k=1}^{N_\xi}\). Let \(V_A = \text{span}\{A_k(\xi(\omega))\}_{k=1}^{N_\xi}\). We have

\[(56) \quad \inf_{v \in V_A} \|u^{gPC}_H(x_i,\omega) - v(x_i,\omega)\|_{L^2(\Omega)} = \|u^{gPC}_H(x_i,\omega) - \Pi_{V_A}(u^{gPC}_H(x_i,\omega))\|_{L^2(\Omega)},\]

where \(\Pi_{V_A}\) is the projection operator onto the subspace \(V_A\). Since the number of coarse nodes is \(N_x\), we collect all the gPC coefficients together and define

\[(57) \quad Y = \left( \begin{array}{ccc} u^{gPC}_{H,1}(x_1) & \cdots & u^{gPC}_{H,1}(x_{N_x}) \\ \vdots & \ddots & \vdots \\ u^{gPC}_{H,N_{gPC}}(x_1) & \cdots & u^{gPC}_{H,N_{gPC}}(x_{N_x}) \end{array} \right).\]

Then, we analyze the error between \(u^{gPC}_H(x,\omega)\) and \(u^{DSM}(x,\omega)\) through the singular value decomposition (SVD) of \(Y\). Specifically, we compute the eigenvalues and eigenvectors of \(YY^T v_i = \mu_i v_i, \ i = 1, \ldots, N_{gPC}\), where \(v_i\) are eigenvectors and \(\mu_1 \geq \cdots \geq \mu_{N_{gPC}} \geq 0\) are corresponding eigenvalues. If we choose the first \(N_\xi\) eigenvectors and take \(V_{N_\xi} = \text{span}\{v_i\}_{i=1}^{N_\xi}\), we have

\[(58) \quad \min_{V_{N_\xi}} \|Y - \Pi_{V_{N_\xi}}(Y)\| \leq \sum_{i=N_\xi+1}^{N_{gPC}} \mu_i,\]

where \(\Pi_{V_{N_\xi}}\) is the projection operator onto the subspace \(V_{N_\xi}\). Recall that the optimal approximation property of our basis functions that is proved in section 3.5 and both
\[ VA \text{ and } V_{\xi} \text{ are } N_{\xi}\text{-dimensional space. We know that for each coarse grid node } x_i, \]
\[ i = 1, \ldots, N_x, \text{ we have} \]
\[ (59) \min_{V_A} \| u^{gPC}_H(x_i, \omega) - \Pi_{V_A}(u^{gPC}_H(x_i, \omega)) \|_{L^2(\Omega)} \leq \min_{V_{\xi}} \| Y - \Pi_{V_{\xi}}(Y) \| \leq \sum_{i = N_\xi + 1}^{N_{gPC}} \mu_i. \]

Therefore by the definition of the norm \( \| \cdot \|_{(a,H^{1,0}(D) \otimes L^2(\Omega))} \) and the fact that the error is independent of the physical space approximation, we complete our proof by using (56), (58), and (59)

\[ (60) \| u^{gPC}_H - u^{DSM} \|_{(a,H^{1,0}(D) \otimes L^2(\Omega))} \leq C_3 \inf_{v \in V_{DSM}} \| u^{gPC}_H - v \|_{H^{1,0}(D) \otimes L^2(\Omega)} \leq C_3 N_{gPC} \sum_{i = N_\xi + 1}^{\mu_i}, \]

where \( C_3 \) depends on \( a_{\min}, a_{\max} \) and the domain size.

**Remark 4.3.** How to determine the random dimension of the solution (i.e., \( N_\xi \)) a priori is very challenging since it depends on the regularity of the coefficient \( a^\varepsilon(x, \omega) \) and the force \( f(x) \). We propose an a posteriori approach to estimate \( N_\xi \) in this work. See Appendix A for more details. The same issue was also discussed in [17].

**Theorem 4.6.** If \( u_h(x, \omega) \) is the reference solution to (11) and (12) and \( u^{DSM}(x, \omega) \) is the solution obtained by our method, we have the error estimate as follows:

\[ (61) \| u_h - u^{DSM} \|_{(a,H^{1,0}(D) \otimes L^2(\Omega))} \leq \prod_{i = 1}^{r} N^{-2r} \| u_h \|_{L^2(\Omega)} + C_2 H \| f(x) \|_{L^2(D) \otimes L^2(\Omega)} + C_3 \sum_{i = N_\xi + 1}^{\mu_i}, \]

with \( C_2 \) and \( C_3 \) depending on \( a_{\min} \) and \( a_{\max} \) and \( \mu_i \) being eigenvalues of the covariance kernel of the solution \( u_h(x, \omega) \).

**Proof.** For simplicity, we use \( \| \cdot \| \) to denote the norm \( \| \cdot \|_{a,H^{1,0}(D) \otimes L^2(\Omega)} \), and then by the triangle inequality we can get

\[ (62) \| u_h - u^{DSM} \| \leq \| u_h - u^{gPC}_h \| + \| u^{gPC}_h - u^{gPC}_H \| + \| u^{gPC}_H - u^{DSM} \|. \]

By the three lemmas that have been proved before in section 4.2, we can get the error estimate directly. \( \square \)

**5. Numerical examples.** In this section, we shall perform numerical experiments to test the performance and accuracy of the proposed method. We also verify our error analysis through numerical experiments.

**5.1. An example with an oscillatory coefficient.** We consider the following multiscale elliptic PDE with random coefficient on \( D = [0, 1] \times [0, 1] \):

\[ (63) \]
\[ -\nabla \cdot (a^\varepsilon(x, y, \omega) \nabla u^\varepsilon(x, y, \omega)) = f(x, y), \quad (x, y) \in D, \omega \in \Omega, \]
\[ (64) \]
\[ u^\varepsilon(x, y, \omega) = 0, \quad (x, y) \in \partial D. \]
The multiscale and random information is described by the coefficient

\[ a^f(x, y, \omega) = 0.1 + \frac{2 + p_1 \sin\left(\frac{2\pi(x-y)}{\xi_1}\right)}{2 - p_1 \cos\left(\frac{2\pi(x-y)}{\xi_1}\right)} \xi_1(\omega) + \frac{2 + p_2 \cos\left(\frac{2\pi y}{\xi_2}\right)}{2 - p_2 \sin\left(\frac{2\pi x}{\xi_2}\right)} \xi_2(\omega) + \frac{2 + p_3 \sin\left(\frac{2\pi(x-0.5)}{\xi_3}\right)}{2 - p_3 \cos\left(\frac{2\pi(y-0.5)}{\xi_3}\right)} \xi_3(\omega), \]

(65)

where \( \xi_1 = 1/11, \xi_2 = 1/14, \xi_3 = 1/17, p_1 = 1.6, p_2 = 1.4, p_3 = 1.5 \), and \( \{\xi_i(\omega)\}_{i=1}^3 \) are independent uniform random variables in \([0,1]\). We choose the parameters of the coefficient (65) in such a way that it will generate oscillatory features in the solution.

**Multiquery results in the online stage.** We shall show that our multiscale data-driven stochastic basis functions can be used to solve a multiquery problem. In our computations, we use the standard FEM to discretize the spatial dimension. We choose a 256 \( \times \) 256 fine mesh to well resolve the spatial dimension of the stochastic solution \( u^f(x, y, \omega) \). Since the solution \( u^f(x, y, \omega) \) is smooth in stochastic space, we use a sparse-grid based stochastic collocation method to discretize the stochastic space. First, we conduct a convergence study and find that the relative errors of the mean and the standard deviation (STD) between the solutions obtained by a seven-level sparse grid in the SFEM and higher-level sparse grids are smaller than 0.1% both in the \( L^2 \) and the \( H^1 \) norms. Therefore, we choose a seven-level sparse grid with 207 points in the SFEM to compute the reference solution.

To implement our method, we take the physical coarse mesh grid to be 8 \( \times \) 8 and choose the polynomial chaos basis functions of total order 4 to approximate the stochastic space. We remark that in our DSM method, the forcing function \( f(x,y) \) should be well-resolved by the coarse mesh; otherwise the numerical error will be large. We choose \( \mathcal{F} = \{\sin(k_i \pi x + \phi_i) \cos(l_i \pi y + \varphi_i)\}_{i=1}^{20} \), where \( k_i \) and \( l_i \) are uniformly distributed over the interval \([0,4]\), while \( \phi_i \) and \( \varphi_i \) are uniformly distributed over the interval \([0,1]\), as the function class of the right-hand side in the preconditioning of the our method. In Figures 2 and 3, we show the relative errors of the mean and the STD of our method in the \( L^2 \) norm and the \( H^1 \) norm, respectively. One can see that our method is efficient in solving the multiquery problem.

In Figure 4, we show the mean and STD of the solution corresponding to \( f(x,y) = \sin(2.3\pi x + 0.2) \cos(1.5\pi y - 0.3) \). We use the notation SC to denote the reference solution, which is obtained using the stochastic finite element method on the fine mesh, while using the notation DSM to denote the solution obtained using our method. One
can see that the mean and the STD of the DSM solution match the mean and the
STD of the exact solution very well, and the multiscale solution has heterogeneous
structures.

In Figure 5, we plot the profiles of the data-driven stochastic basis functions
obtained from our method, which are associated with the grid (0.5, 0.5). One can
find the exponential decay of the basis functions. Therefore, we can localize the
computational domain of the basis functions and reduce the computational cost.

Verification of the convergence rate with respect to mesh size $H$. We shall test two
different coefficients. In the first case, the coefficient is parameterized by one random
variable,

$$
\alpha^\varepsilon(x, y, \omega) = 0.1 + \frac{2 + p_1 \sin \left( \frac{2\pi (x-y)}{\varepsilon_1} \right)}{2 - p_1 \cos \left( \frac{2\pi (x-y)}{\varepsilon_1} \right)} \xi_1(\omega),
$$

where $p_1 = 1.6$ and $\varepsilon_1 = \frac{1}{14}$. The highest order of the gPC basis functions is 7.
We change the coarse mesh grid from $4 \times 4$ to $64 \times 64$. We compare the results
on different meshes and calculate the numerical error with respect to the reference
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Fig. 5. Profiles of the data-driven stochastic basis functions. Left is the projection on the zeroth-order gPC basis. Right is the projection on one of the first-order gPC basis.

Fig. 6. Convergence results with respect to mesh size. Left is for the one random variable (r.v.) case. Right is for the three random variables (r.v.s) case.

solution obtained by using the fine mesh \( \frac{1}{256} \). In the second case, the coefficient is given by (65), which is parameterized by three random variables. The highest order of the gPC basis functions is 4. We choose the coarse mesh grids as \( 5 \times 5 \), \( 10 \times 10 \), \( 12 \times 12 \), and \( 15 \times 15 \). In Figure 6, we plot the convergence results with respect to mesh size \( H \). For both experiments, we obtain a first-order convergence for the error in the \( H^1 \) norm, which agrees with our error analysis.

Verification of the convergence rate with respect to the polynomial order. We shall fix the coarse mesh size to be \( H = \frac{1}{16} \). We choose the coarse mesh in such a way that the error from the physical space is small. The coefficient is given by (66), which is parameterized by one random variable. Then we take the polynomial order from 1 to 15. In Figure 7, we plot convergence results with respect to different polynomial orders. One can see the exponential decay with respect to the polynomial orders increase. When the order is bigger than 6, other sources of errors become dominant. In the second case, the coefficient is given by (65), which is parameterized by three random variables. We observe the qualitative decay of the error (not shown here).

Investigate the decay of the eigenvalue \( \mu_i \). We shall show that the eigenvalues \( \mu_i \) that appear in (48) have an exponential decay property. Therefore, we only need to use a small number of multiscale data-driven stochastic basis functions in the random space. We test the problem (63) with coefficient (65) and \( f(x,y) = \sin(2.3\pi x + \)
0.2 \cos(1.5\pi y - 0.3). We choose the fine mesh with 256 \times 256 grids and the highest total order of the gPC polynomials is 4. In Figure 8, we plot the eigenvalues \( \mu_i \), \( i = 1, \ldots, 10 \), of the matrix \( YY^T \) with \( Y \) defined in (57). One can see that the eigenvalues \( \mu_i \) indeed decay exponentially fast.

**Verification of the Theorem 4.6.** We investigate the influence of the polynomial order, coarse mesh size \( H \) and \( N_\xi \) in the numerical errors. Specifically, we fix one parameter and see the influence of the other two parameters in the numerical errors. In Tables 1–2 we show the results for the problem (63) with the coefficient (66). We can see that when \( N_\xi = 1 \) the error associated with the DSM basis becomes dominant. When we increase \( N_\xi \), we observe the expected convergence behaviors with respect to the polynomial order and the coarse mesh size \( H \), respectively. In addition, we find that the influence of mesh size in the physical domain is more remarkable than the gPC order since the mean of a solution is determined by the zeroth-order gPC basis. We repeat the same experiment for computing the STD and find that the gPC order plays an important role instead (not shown here).

**Comparison of the DSM solver with the SFEM solver.** For the problem (63) with the coefficient (65), we choose \( H = \frac{1}{16} \) and \( N_\xi = 4 \) in the DSM, and \( h = \frac{1}{128} \) and \( N_{gPC} = 35 \) in the SFEM method. In the offline stage of the DSM, it takes about \( t = 452.4s \) to construct the basis functions. In the online stage of the DSM, it takes \( t = 43.35s \) to generate the stiffness matrix and \( t = 0.02s \) to compute one solution. In the SFEM, it takes about \( t = 139s \) to generate the stiffness matrix and \( t = 47s \)
Table 1
Relative $H^1$ errors for the mean with $N_\xi = 1$.

<table>
<thead>
<tr>
<th>gPC order</th>
<th>$\frac{1}{16}$</th>
<th>$\frac{1}{8}$</th>
<th>$\frac{1}{4}$</th>
<th>$\frac{1}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.34218657</td>
<td>0.31633653</td>
<td>0.31237960</td>
<td>0.31122084</td>
</tr>
<tr>
<td>4</td>
<td>0.34225440</td>
<td>0.31643948</td>
<td>0.31249174</td>
<td>0.31123848</td>
</tr>
<tr>
<td>5</td>
<td>0.34230197</td>
<td>0.31650228</td>
<td>0.31255827</td>
<td>0.31124899</td>
</tr>
<tr>
<td>6</td>
<td>0.34233300</td>
<td>0.31654051</td>
<td>0.31259810</td>
<td>0.31125507</td>
</tr>
</tbody>
</table>

Table 2
Relative $H^1$ errors for mean with $N_\xi = 4$.

<table>
<thead>
<tr>
<th>gPC order</th>
<th>$\frac{1}{16}$</th>
<th>$\frac{1}{8}$</th>
<th>$\frac{1}{4}$</th>
<th>$\frac{1}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.15474457</td>
<td>0.06433402</td>
<td>0.03782529</td>
<td>0.03161160</td>
</tr>
<tr>
<td>4</td>
<td>0.15219654</td>
<td>0.05911018</td>
<td>0.02885954</td>
<td>0.02054079</td>
</tr>
<tr>
<td>5</td>
<td>0.15133297</td>
<td>0.05735245</td>
<td>0.02548124</td>
<td>0.01573967</td>
</tr>
<tr>
<td>6</td>
<td>0.15100367</td>
<td>0.05668353</td>
<td>0.02413148</td>
<td>0.01360107</td>
</tr>
</tbody>
</table>

to compute one solution. Simple calculation shows that the DSM method is superior to the SFEM if one needs to solve (63) with more than eight different force terms. Therefore, the DSM is a very efficient method in solving multiscale elliptic PDEs with random coefficients in the multiquery setting.

5.2. An example with a coefficient that does not have scale separation.
We consider the problem (63)–(64) on $D = [0, 1] \times [0, 1]$ with a coefficient that does not have scale separation. The coefficient $a_\varepsilon(x, y, \omega)$ is a random linear combination of three deterministic coefficient fields plus a constant, i.e.,

$$a_\varepsilon(x, y, \omega) = \sum_{i=1}^{3} \xi_i(\omega)k_i(x, y) + 0.5,$$

where $\{\xi_i\}_{i=1}^{3}$ are independent uniform random variables in $[0, 1]$, and $k_i(x, y)$, $i = 1, \ldots, 3$, are some deterministic coefficients without scale separation. Specifically, $k_i(x, y) = |\theta_i(x, y)|$, where $\theta_i(x, y)$, $i = 1, \ldots, 3$, are defined on $5 \times 5$, $9 \times 9$, and $17 \times 17$ grids over the domain $D$. For each grid cell, the value of $\theta_i(x, y)$ is normally distributed. In Figure 9, we show four samples of the coefficient $a_\varepsilon(x, y, \omega)$. One can see that the coefficient does not have any periodic structure.

Multiquery results in the online stage. The implementation of the SCFEM and our method are exactly the same as in the previous example. In the online stage we use them to solve the effective equation of the multiscale SPDE (63). We randomly generate 20 force functions of the form $f(x, y) \in \{\sin(k_i\pi x + l_i)\cos(m_i\pi x + n_i)\}_{i=1}^{20}$, where $k_i, l_i, m_i, n_i$ are random numbers. In Figure 10, we show the relative error for the mean function obtained using our method in the $L^2$ norm and the $H^1$ norm, respectively. The results for the STD error are similar to those that we obtained in the previous examples (not shown here).

Verification of the convergence rate with respect to mesh size $H$. We shall test two different coefficients. In the first case, the coefficient is parameterized by one random variable, i.e., $a_\varepsilon(x, y, \omega) = \xi_1(\omega)k_1(x, y) + 0.5$. The highest order of the gPC basis functions is 7. We change the coarse mesh grid from $4 \times 4$ to $64 \times 64$. We compare the results on different meshes and calculate the numerical error with respect to the reference solution obtained by the fine mesh $\frac{1}{256}$. In the second case, the coefficient is given by (67), which is parameterized by three random variables. The highest order
of the gPC basis functions is 4. We choose the coarse mesh grids as $5 \times 5$, $10 \times 10$, $12 \times 12$, and $15 \times 15$. In Figure 11, we plot the convergence results with respect to mesh-size $H$. For both experiments, we obtain first-order convergence for the error in the $H^1$ norm.

Verification of the convergence rate with respect to the polynomial order. We fix the course mesh size to be $H = \frac{1}{16}$ and the coefficient is given by $a^2(x,y,\omega) = \xi_3(\omega)k_3(x,y) + 0.5$. Then we take the polynomial order from 1 to 15. In Figure 12, we plot convergence results with respect to different polynomial orders. One can find the exponential decay with respect to the polynomial orders.
5.3. An example with a localized random coefficient. Finally we consider the problem (63)–(64) on $D = [0, 1] \times [0, 1]$ with a coefficient that has localized random features. The coefficient $a^\varepsilon(x, y, \omega)$ is given by

$$a^\varepsilon(x, y, \omega) = 0.2 + \sum_{i=1}^{3} \frac{2 + p_i \sin\left(\frac{2\pi x}{\xi_i}\right)}{2 - p_i \cos\left(\frac{2\pi y}{\xi_i}\right)} \xi_i(\omega) 1_{D_1}(x, y)$$

$$+ \sum_{i=4}^{6} \frac{2 + p_i \cos\left(\frac{2\pi x}{\xi_i}\right)}{2 - p_i \sin\left(\frac{2\pi y}{\xi_i}\right)} \xi_i(\omega) 1_{D_2}(x, y)$$

$$+ \sum_{i=7}^{9} \frac{2 + p_i \sin\left(\frac{2\pi (x-y)}{\xi_i}\right)}{2 - p_i \cos\left(\frac{2\pi (x-y)}{\xi_i}\right)} \xi_i(\omega) 1_{D_3}(x, y)$$

$$+ \sum_{i=10}^{12} \frac{2 + p_i \cos\left(\frac{2\pi (x-0.5)}{\xi_i}\right)}{2 - p_i \sin\left(\frac{2\pi (x-0.5)}{\xi_i}\right)} \xi_i(\omega) 1_{D_4}(x, y),$$

where $D_1 = [1/8, 3/8] \times [1/8, 3/8]$, $D_2 = [5/8, 7/8] \times [1/8, 3/8]$, $D_3 = [1/8, 3/8] \times [5/8, 7/8]$, $D_4 = [5/8, 7/8] \times [7/8, 7/8]$, $\{\xi_i\}_{i=1}^{12}$ are independent uniform random variables in $[0, 1]$, $[\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_{12}] = [1/11.1, 1/10.2, 1/15.1, 1/15.4, 1/13.9, 1/16.1, 1/17.3, 1/11.3, 1/13.3, 1/18.1, 1/16.7, 1/18]$, and $[p_1, p_2, \ldots, p_{12}] = [1.81, 1.85, 1.90, 1.87, 1.82,$

Fig. 11. Convergence results with respect to mesh size. Left is for the one r.v. case. Right is for the three r.v.s case.

Fig. 12. Convergence results with respect to the polynomial chaos order, where $H = \frac{1}{10}$. 
In Figure 13, we show two samples of the coefficient \(a(x, y, \omega)\). One can see the localized random features of the coefficient.

If we implement the gPC method in a brute force way, it is prohibitively expensive. For instance, choosing the total order as 3 (see (3)) will generate \(\frac{(12+3)!}{12!3!} = 455\) gPC basis functions. Motivated by the observation in Figure 1, we propose an adaptive method to truncate the order of polynomials in the gPC basis depending on the physical location. For instance, when we solve the optimization problem (14)–(15) to compute \(\psi_{i,k}(x, \xi(\omega))\) with the vertex \(x_i \in D_1\), we define the sparse truncation order as \(t = (3, 3, 3, 1, 1, 1, 0, 0)\), so the associated sparse truncated gPC basis index is \(J_{12}^{3,3} = \{\alpha | \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_{12}), 0 \leq \alpha_i \leq t_i, \alpha_i \in \mathbb{N}, |\alpha| = \sum_{i=1}^{12} \alpha_i \leq 3\}\), which will generate 49 gPC basis functions. This sparse truncated gPC index \(J_{12}^{3,3}\) will be used in (16), when we compute the basis \(\psi_{i,k}(x, \xi(\omega))\). The sparse truncation orders associated with other vertices can be defined accordingly. Using the sparse truncation techniques, we dramatically reduce the computational cost.

**Multiquery results in the online stage.** The implementation of the SCFEM and our method are exactly the same as in the previous examples. In the online stage we use them to solve the effective equation of the multiscale SPDE (63). We randomly generate 20 force functions of the form \(f(x, y) \in \{\sin(k_i \pi x + l_i) \cos(m_i \pi x + n_i)\}_{i=1}^{20}\), where \(k_i, l_i, m_i,\) and \(n_i\) are random numbers. In Figure 14, we show the relative error for the mean function obtained using our method in the \(L^2\) norm and the \(H^1\) norm.
respectively. The results for the STD error are similar. We also obtain the same convergence rate with respect to mesh size $H$ and the polynomial order (not shown here).

6. Conclusion. In this paper, we developed a novel model reduction method to construct multiscale data-driven stochastic basis functions that can be used to solve multiscale elliptic PDEs with random coefficients in a multiquery setting. These problems arise from various applications, such as the heterogeneous porous media flow problem in water aquifer and oil reservoirs simulations. Our method consists of the offline and online stages. In the offline stage, we construct the basis functions through solving localized optimization problems. In the online stage, we can efficiently solve the multiscale random PDEs using our multiscale data-driven stochastic basis functions. Under some mild conditions, we analyzed the error between the numerical solution obtained from our method and the exact solution. We presented several numerical examples for two-dimensional stochastic elliptic PDEs with stochastic multiscale coefficients to demonstrate the accuracy and efficiency of our proposed method.

These numerical examples indicate the following advantages of our method: (1) by compressing the physical space and the stochastic space simultaneously, our method can solve the multiscale random PDEs with desirable accuracy on a coarse physical grid and using a few data-driven stochastic basis functions; (2) the data-driven stochastic basis functions can be used to solve the multiscale random PDEs with a class of deterministic force functions; and (3) the optimization approach enables us to automatically explore the localized random structures in the solution space.

There are two directions we want to explore in our future work. First, we intend to construct data-driven stochastic basis functions to compute the Helmholtz equation in random media. In addition, we find that the stochastic structure in coefficient $a(x, \omega)$ can influence the data-driven basis function in the stochastic components automatically. As a consequence, we shall investigate how to infer the stochastic structure of coefficient $a(x, \omega)$ through the multiscale data-driven stochastic basis functions, namely, solving the multiscale random PDEs in an inverse problem setting.

Appendix A. Determine the random dimension of the solution space. How to determine the random dimension of the solution space (i.e., $N_\xi$ in (15)) a priori is an important issue in our method. The random dimension is determined by two factors, (1) the regularity of the coefficient $\alpha^x(x, \omega)$, especially the ratio of $\alpha_{\text{max}}/\alpha_{\text{min}}$, and (2) the regularity of the force term $f(x)$. We propose an efficient a posteriori approach to estimate $N_\xi$, which means that if we choose $N_\xi$ in our method, we can get the desired accuracy almost surely.

We assume the force function $f(x)$ belongs to a space $F$, which is spanned by $f_i(x), i = 1, \ldots, N$, i.e., $F = \text{span}\{f_1(x), f_2(x), \ldots, f_N(x)\}, N \gg 1$. Let $u^r_i(x, \omega) = \mathcal{L}^x(x, \omega)^{-1}f_i(x)$ denote the reference solution to (11) with the force function $f_i(x)$. Similarly, let $u^\text{DSM}_{i}(x, \omega) = \mathcal{L}^x_{DSM}(x, \omega)^{-1}f_i(x)$ denote the numerical solution obtained using $N_\xi$ basis functions in the stochastic dimension. In the physical dimension, the number of basis functions is equal to $N_x \approx H^{-d}$. The numerical error is $e_i(x, \omega) = u^r_i(x, \omega) - u^\text{DSM}_{i}(x, \omega)$. Given a fixed $N_\xi$, if all the error functions $\|e_i(x, \omega)\|$ are less than a prescribed threshold, then we shall get our estimate for the random dimension of the solution space. However, this approach is expensive since $N$ is large.

We propose a probabilistic approach to reduce the computational cost in estimating $N_\xi$. Specifically, we first generate $r$ Gaussian vectors $\omega^j = (\omega^j_1, \omega^j_2, \ldots, \omega^j_N)^T$, $1 \leq j \leq r, r \ll N$, where $\omega^j_i \sim \mathcal{N}(0, 1)$ are i.i.d. random variables. Then, we gen-
erate $r$ force functions $\hat{f}_j(x) = \sum_{i=1}^N \omega_i^j f_i(x)$. With this randomly generated $\hat{f}_j(x)$, we compute $e(x, \omega; \hat{f}_j) = u^{re}(x, \omega; \hat{f}_j) - u^{DSM}(x, \omega; \hat{f}_j)$. Using a similar probabilistic argument (see [36, Lemma 3.14 and Theorem 3.15]), we get the following.

**Lemma A.1.** Fix a positive integer $r$ and a real number $\alpha > 1$. We generate an independent family of standard Gaussian vectors $\{\omega^j = (\omega_1^j, \omega_2^j, \ldots, \omega_N^j)^T : j = 1, 2, \ldots, r\}$ and random forces $\hat{f}_j(x) = \sum_{i=1}^N \omega_i^j f_i(x)$. Then, except with probability $\alpha^{-r}$, we have the estimate

$$
\|u^{re}(x, \omega) - u^{DSM}(x, \omega)\| \leq \alpha \sqrt{\frac{r}{\pi}} \max_{i=1, \ldots, r} \|u^{re}(x, \omega; \hat{f}_j) - u^{DSM}(x, \omega; \hat{f}_j)\|.
$$

By applying Lemma A.1, we can estimate the random dimension $k_\xi$. Specifically, given a fixed $N_\xi$, if all $\|u^{re}(x, \omega; \hat{f}_j) - u(x, \omega; \hat{f}_j)\|, j = 1, \ldots, r$, are less than a prescribed threshold, we know that the numerical error $\|u^{re}(x, \omega) - u^{DSM}(x, \omega)\|$ can be bounded by the upper bound of the errors $\|u^{re}(x, \omega; \hat{f}_j) - u^{DSM}(x, \omega; \hat{f}_j)\|$ with the probability $1 - \alpha^{-r}$. Otherwise, we increase $N_\xi$ and repeat the algorithm. Our experiments show that if we choose $r = 8$ or $r = 10$, we have already been able to implement the proposed a posteriori estimator. Therefore, this probabilistic approach is very efficient.
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