A Level Set Formulation of Eulerian Interface Capturing Methods for Incompressible Fluid Flows
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A level set formulation is derived for incompressible, immiscible Navier–Stokes equations separated by a free surface. The interface is identified as the zero level set of a smooth function. Eulerian finite difference methods based on this level set formulation are proposed. These methods are robust and efficient and are capable of computing interface singularities such as merging and reconnection. Numerical experiments are presented to demonstrate the effectiveness of the methods.

1. INTRODUCTION

In this paper, we derive a level set formulation for incompressible, immiscible Navier–Stokes equations separated by a free surface. The flow we consider has discontinuous density and viscosity. The effect of surface tension is also included. Based on this formulation, a second-order projection method can be used to approximate the evolution equations. This approach can be considered as a method of front capturing type since no explicit information about the free surfaces is required in the solution procedure. The free surface is recovered at the end of the computation by locating the zero level set of a smooth function. This numerical method is efficient and is capable of simulating incompressible flow where change of topology in the fluid interface occurs, such as merging and reconnection.

Many physically interesting problems involve propagation of free surfaces. Water waves, boundaries between immiscible fluids, vortex sheets, and Hele–Shaw flows are examples of this kind. Numerical simulation of these free surfaces presents a great challenge to numerical analysts and computational scientists because the underlying physical problem is singular and is sensitive to small numerical perturbations [13, 21]. There are two types of numerical approaches for solving free surface problems in the context of incompressible flows. One is based on front tracking where the free interfaces are explicitly tracked. The boundary integral method and some semi-Lagrangian front tracking methods are examples of this type; see, e.g., [1–3, 12, 22, 23, 28–30, 34, 35]. The advantage of this approach is to reduce the number of nodes needed to represent the front and avoid introducing numerical diffusion which smooths out the front. In the case of irrotational flow, one can reformulate the problem in the boundary integral form so that it involves the motion of the free surface alone. In this case, it is possible to design high order accurate methods as long as the fluid interface is smooth. This is essential in studying singularity formation in fluid interfaces [18, 23, 30]. However, when the interface forms a singularity or changes its topology, the tracking methods are difficult to continue beyond the singularity time. Local surgery for the moving grid points is required. This complicates the solution procedure. Moreover, three-dimensional problems are notoriously more difficult to compute using tracking methods, especially in the presence of merging.

The second approach is based on front capturing. This is the one we adopt in this paper. The capturing method we consider is based on a level set formulation. In this formulation, the boundary of a two-fluid interface is modelled as the zero set of a smooth function \( \phi \) defined on the entire physical domain. The boundary is then updated by solving a nonlinear equation of the Hamilton–Jacobi type on the whole domain. This level set formulation of the moving interface was introduced by Osher and Sethian in [27] and was capable of computing geometric properties of highly complicated boundaries without explicitly tracking the interface. Hence, the moving boundary can develop corners, cusps, and undergo topological changes quite naturally. Moreover, the level set formulation generalizes to three-dimensional problems easily. It eliminates the problem of grid surgery encountered in the tracking approach. One of the common difficulties in the front capturing approaches is how to keep the interface thickness finite and to preserve the mass conservation. For the level set approach, as we will see later, this difficulty can be overcome by using various fast re-initialization techniques. The first fast re-initialization technique was developed and implemented in [32].

In this paper, we derive an equivalent weak formulation of the incompressible multi-fluid flow by coupling the level set formulation to the fluid equations. The effects of discontinuous density, discontinuous viscosity, and surface ten-
sion are taken into account. The equations governing the motion of unsteady, viscous, incompressible, immiscible two-fluid system are the Navier-Stokes equations. In conservation form, the equations are

$$\rho(u_t + \nabla \cdot (uu)) = -\nabla p + \rho g + \nabla \cdot (2\mu \mathbf{D}),$$  \hspace{1cm} (1)

where \(u\) is the velocity, and \(\rho \) and \(\mu\) are the discontinuous density and viscosity fields, respectively. \(\mathbf{D}\) is the rate of deformation tensor, whose components are \(D_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i})\). The density and viscosity are purely convected by the fluid velocity:

$$\frac{\partial}{\partial t}(\rho) + \nabla \cdot (\rho u) = 0, \hspace{1cm} (2)$$

$$\frac{\partial}{\partial t}(\mu) + \nabla \cdot (\mu u) = 0. \hspace{1cm} (3)$$

These equations are coupled to the incompressibility condition

$$\nabla \cdot u = 0. \hspace{1cm} (4)$$

Denote the stress tensor by \(\sigma(x)\), which is given by

$$\sigma(x) = -p\mathbf{I} + 2\mu \mathbf{D}, \hspace{1cm} (5)$$

where \(\mathbf{I}\) is the identity matrix, \(\mathbf{D}\) is the deformation tensor, and \(p\) is the pressure. We let \(\Gamma\) denote the fluid interface. The effect of surface tension is to balance the jump of the normal stress along the fluid interface. This gives rise to a free boundary condition for the discontinuity of the normal stress across \(\Gamma\) [12, 14]

$$[\sigma_{ij}n_i]_{\Gamma} = \tau \kappa n_i, \hspace{1cm} (6)$$

where \([\sigma]\) denotes the jump of \(\sigma\) across the interface, \(\kappa\) is the curvature of \(\Gamma\), \(\tau\) is the surface tension coefficient, and \(n\) is a unit outward normal vector along \(\Gamma\). Note that in the case of inviscid flows, the above jump condition is reduced to

$$[p]_{\Gamma} = \tau \kappa. \hspace{1cm} (7)$$

In this case, the effect of the surface tension is to introduce a discontinuity in pressure across the interface proportional to the (mean) curvature.

Our level set formulation is based on the following observation. The effect of surface tension can be expressed in terms of a singular source function which is defined by our level set function. This and other similar ideas have been used by several authors in the literature; see, e.g., [10, 28, 9, 35]. Let us denote by \(\phi\) the level set function. The fluid interface \(\Gamma\) corresponds to the zero level set of \(\phi\). We will show that the evolution equations can be reformulated as

$$\rho(u_t + \nabla \cdot uu) = -\nabla p + \rho g + \nabla \cdot (2\mu \mathbf{D}) + \tau \kappa(\phi)\nabla \phi \delta(\phi),$$  \hspace{1cm} (8)

$$\frac{\partial}{\partial t} \phi + u \cdot \nabla \phi = 0, \hspace{1cm} (9)$$

where \(\delta(\phi)\) is a one-dimensional Dirac delta function and \(\phi\) is chosen in such way that \(\nabla \phi\) is in the outward normal direction when evaluated on \(\Gamma\). The curvature \(\kappa(\phi)\) can be expressed by \(\phi\) and its derivatives

$$\kappa(\phi) = -\frac{\phi_x^2 \phi_{xx} - 2\phi_x \phi_y \phi_{xy} + \phi_y^2 \phi_{yy}}{(\phi_x^2 + \phi_y^2)^{3/2}}, \hspace{1cm} (10)$$

Assume that we have chosen the initial level set function such that \(\phi < 0\) defines region 1 of the fluid and \(\phi > 0\) defines region 2. Further, we assume that \(\rho_1\) and \(\rho_2\) are the constant densities in region 1 and region 2, respectively, and \(\mu_1\) and \(\mu_2\) are the constant viscosities in region 1 and region 2, respectively. Then we have \(\rho = \rho_1 + (\rho_2 - \rho_1)H(\phi)\), where \(H\) is the Heaviside function that satisfies \(H(x) = 1\) for \(x > 0\) and \(H(x) = 0\) for \(x < 0\). Similarly we have \(\mu = \mu_1 + (\mu_2 - \mu_1)H(\phi)\). The evolution equations can be solved either by a projection method or by a vorticity-based method. The convection terms can be approximated by high order ENO schemes [17] or by other high order Godunov schemes. Apparently, this level set formulation works for both two-dimensional and three-dimensional problems. There are no additional complications to extend the method to three-dimensional problems.

This formulation, after we regularize the delta function, is very similar to the one obtained by Brackbill et al. [9], except for the reconstruction of density and viscosity from the level set function. Sussman et al. used our formulation (8) and obtained interesting results in their study of gas bubbles in water with a coarse grid and a large density jump [32]. One should note that only the zero level set is physically relevant. We have a lot of freedom in extending the level set function outside the interface. Later, we will exploit this freedom in our formulation to introduce certain re-initialization of the level set function. This helps preserve mass conservation and keep the thickness of the interface non-diffusive in time.

### 2. DERIVATION OF THE LEVEL SET FORMULATION

Here we give a derivation of the weak equivalence between the level set formulation and the original free bound-
ary problem. Consider a volume of the fluid occupying a region $\Omega$ with boundary $\partial \Omega$. We assume that the fluid interface $\Gamma$ intersects with the region $\Omega$, dividing it into two disjoint subregions $\Omega_1$ and $\Omega_2$. For the body of fluid in volume $\Omega$ enclosed by the material surface $\partial \Omega$, the momentum is $\int_\Omega \rho \mathbf{u} \, dx$ and its rate of change is

$$\int_\Omega \rho \frac{Du}{Dt} \, dx,$$

where $\frac{Du}{Dt} = \mathbf{u}_t + \mathbf{u} \cdot \nabla \mathbf{u}$ is the material derivative. By Newton’s second law, this rate of change of momentum is balanced by the forces acting on the volume $\Omega$ and the surface $\Gamma$.

The force exerted on the volume $\Omega$ is due to gravity. The total volume force on $\Omega$ is given by

$$\int_\Omega \rho g \, dx.$$

The $i$-component of the surface or contact force exerted across a surface element of area $ds$ and the normal $\mathbf{n}$ may be represented as $\sigma_i \mathbf{n}_i ds$, where $\sigma_i$ is the stress tensor. The total surface force exerted on $\Omega$ by the surrounding matter is thus

$$\int_{\partial \Omega} \sigma_i \mathbf{n}_i \, ds.$$

Therefore the momentum balance for the selected portion of fluid $\Omega$ is expressed by

$$\int_\Omega \rho \frac{Du}{Dt} \, dx = \int_\Omega \rho g \, dx + \int_{\partial \Omega} \sigma_i \mathbf{n}_i \, ds.$$

(11)

Here we have used summation convention: $\sigma_i \mathbf{n}_i = \sum_j \sigma_{ij} \mathbf{n}_j$. Denote by $\Gamma$ the portion of the fluid interface which is contained inside $\Omega$. Clearly $\Gamma$ is a common boundary for $\Omega_1$ and $\Omega_2$. Now, decompose the boundary integral over $\partial \Omega$ into boundary integrals over $\partial \Omega_1$ and $\partial \Omega_2$, respectively. We obtain

$$\int_\Omega \rho \frac{Du}{Dt} \, dx = \int_\Omega \rho g \, dx + \int_{\partial \Omega_1} \sigma_i \mathbf{n}_i \, ds + \int_{\partial \Omega_2} \sigma_i \mathbf{n}_i \, ds$$

(12)

$$+ \int_{\Gamma} [\sigma_i \mathbf{n}_i] \, ds,$$

where $[\sigma_i \mathbf{n}_i]$ stands for the jump of $\sigma_i \mathbf{n}_i$ across the fluid interface $\Gamma$. For the first two surface force terms, we have from the Stokes theorem that

$$\int_{\partial \Omega_1} \sigma_i \mathbf{n}_i \, ds = \int_{\Omega_1} \frac{\partial \sigma_i}{\partial x_j} \, dx,$$

$$\int_{\partial \Omega_2} \sigma_i \mathbf{n}_i \, ds = \int_{\Omega_2} \frac{\partial \sigma_i}{\partial x_j} \, dx.$$

(13)

For the surface force term over the free surface $\Gamma$, we use the free boundary condition (6). We obtain

$$\int_{\Gamma} \sigma_i \mathbf{n}_i \, ds = \int_{\Gamma} \tau \kappa n_i \, ds.$$

(14)

We claim that

$$\int_{\Gamma} \tau \kappa n_i \, ds = \int_{\Omega} \tau \kappa (\phi(x)) \delta(\phi(x)) \mathbf{n}_i \, dx,$$

(15)

where $\phi$ is the level set function with $\phi = 0$ corresponding to the fluid interface $\Gamma$.

Suppose that the above equality has been established; then the level set formulation follows easily. To see this, we substitute (13)–(15) into (12). The result is

$$\int_\Omega \left( \rho \frac{Du}{Dt} - \frac{\partial \sigma_i}{\partial x_j} - \rho \mathbf{g} - \tau \kappa \delta(\phi(x)) \phi_n \right) \, dx = 0.$$

(16)

Since this holds for the arbitrary region $\Omega$, we conclude that

$$\rho(\mathbf{u}_t + \mathbf{u} \cdot \nabla \mathbf{u}) - \rho g - \nabla p - \nabla \cdot (2 \mu \mathbf{D}) - \tau \kappa \delta(\phi) \nabla \phi = 0.$$  

(17)

This gives rise to the equivalent weak formulation

$$\rho(\mathbf{u}_t + \nabla \cdot \mathbf{u}\mathbf{u}) = -\nabla p + \rho g + \nabla \cdot (2 \mu \mathbf{D}) + \tau \kappa \delta(\phi) \nabla \phi.$$  

(18)

Now we give a proof for (15). To prove (15), we need to introduce a transverse level set function $\psi$ which satisfies

$$\nabla \psi \cdot \nabla \psi = 0, \quad |\nabla \psi| \neq 0.$$

(19)

The construction of such $\psi$ will be given later. Introduce a change of variables

$$x' = \psi(x, y), \quad y' = \phi(x, y).$$

(20)
Such change of variables is well defined because
\[
\det \left( \frac{\partial (\psi_x, \psi_y)}{\partial (x, y)} \right) = (\phi_y, -\phi_x) \cdot (\psi_x, \psi_y) = |\nabla \phi| |\nabla \psi| \neq 0,
\]  
(21)
where we have used the fact that \((\phi_y, -\phi_x)\) is parallel to \((\psi_x, \psi_y)\), and we assume that \(\psi\) is constructed in such a way that \((\psi_x, \psi_y)\) has the same direction as the tangent direction. With this change of variables, we have
\[
\int_{\Omega} (\tau \kappa \delta(\phi) \nabla \phi) \, dx = \int_{\Omega} (\tau \kappa \delta(y') \nabla \phi) \frac{1}{|\nabla \phi| |\nabla \psi|} \, dx' \, dy'
\]
\[
= \int_{\phi=0} \tau \kappa n \frac{|\nabla \psi|}{|\nabla \phi|} \, dx'.
\]  
(22)
Let \((\vec{x}(s), \vec{y}(s))\) be a parameterization of the interface \(\Gamma\) with \(s\) being an arclength variable. Then we have along the interface \(\phi = 0\),
\[
dx' = d\psi(\vec{x}(s), \vec{y}(s)) = (\psi_x, \psi_y) \, ds = (\psi_x, \psi_y) \cdot (\tau_x, \tau_y) \, ds.
\]  
(23)
Recall that \((\psi_x, \psi_y)\) is parallel to the tangent vector of \(\Gamma\) and has the same direction as \((\tau_x, \tau_y)\). Further, we note that \((\tau_x, \tau_y)\) is the unit tangent vector since \(s\) is an arclength variable. We obtain
\[
dx' = |\nabla \psi| \, ds.
\]  
(24)
Therefore, we obtain
\[
\int_{\Omega} \tau \kappa \delta(\phi) \nabla \phi \, dx = \int_{\phi=0} \tau \kappa n \, ds = \int_{\Gamma} \tau \kappa n \, ds.
\]  
(25)
This proves (15).

We now show how to construct \(\psi\) with the desired properties. Since the integrand in (22) contains a Dirac delta function \(\delta(\phi)\), it is sufficient to construct the transverse level set function \(\psi\) in a small neighborhood of the interface \(\Gamma\). We first define a coordinate transformation \((x(s, \tau), y(s, \tau))\) by
\[
\frac{d}{d\tau} (x(s, \tau), y(s, \tau)) = \nabla \phi(x(s, \tau), y(s, \tau)),
\]  
(26)
\[
(x(s, 0), y(s, 0)) = (\vec{x}(s), \vec{y}(s)),
\]  
(27)
where \((\vec{x}(s), \vec{y}(s))\) is a parameterization of \(\Gamma\). We will solve for (26) for both \(\tau > 0\) and \(\tau < 0\). Let \(\psi_0(s)\) be any smooth increasing function. We define \(\psi\) by
\[
\psi(x(s, \tau), y(s, \tau)) = \psi_0(s).
\]  
(28)
We will show that (28) defines \(\psi(x, y)\) in a small neighborhood of \(\Gamma\). This amounts to proving that \((x(s, \tau), y(s, \tau))\) defines a one-to-one mapping from \((s, \tau)\) to \((x, y)\) in a small neighborhood of \(\Gamma\), or equivalently,
\[
\det \left( \frac{\partial (x, y)}{\partial (s, \tau)} \right) \neq 0.
\]  
(29)
From (26), we have by Taylor expanding the solution around \(\tau = 0\)
\[
(x(s, \tau), y(s, \tau)) = \nabla \phi(x(s, \tau), y(s, \tau)) \]
\[
= \nabla \phi(\vec{x}(s), \vec{y}(s)) + O(\tau).
\]  
(30)
On the other hand, differentiating (26) with respect to \(s\) and integrating in \(\tau\) will give
\[
(x(s, \tau), y(s, \tau)) = (\vec{x}(s), \vec{y}(s))
\]
\[
+ \int_{0}^{\tau} \frac{d}{ds} \nabla \phi(x(s, \tau'), y(s, \tau')) \, d\tau'
\]
\[
= T(s) + O(\tau),
\]  
(31)
where \(T\) is the unit tangent vector of \(\Gamma\). Recall that \(\nabla \phi\) is orthogonal to the tangent vector \(T\) along \(\Gamma\). Therefore, for \(|\tau|\) small, we obtain
\[
\det \left( \frac{\partial (x, y)}{\partial (s, \tau)} \right) = |\nabla \phi| |T| + O(\tau)
\]
\[
= |\nabla \phi|_{s=0} + O(\tau) \neq 0.
\]  
(32)
This shows that \(\psi(x, y)\) is well defined in a small neighborhood of \(\Gamma\). Clearly, it follows from (28) that
\[
0 = \frac{d}{d\tau} \psi(x(s, \tau), y(s, \tau)) = \psi_x x_s + \psi_y y_s = \nabla \psi \cdot \nabla \phi.
\]  
(33)
This proves the orthogonality of \(\nabla \phi\) and \(\nabla \psi\). Moreover, we have from (28) that
\[
x_s \psi_x + y_s \psi_y = \frac{d}{ds} \psi_0(s)
\]  
(34)
\[
x_s \psi_x + y_s \psi_y = 0.
\]  
(35)
Since \(\psi_0(s) \neq 0\) and the coefficient matrix is nonsingular, we conclude that \((\psi_x, \psi_y) \neq 0\). This shows that \(|\nabla \psi| \neq 0\) in a small neighborhood of \(\Gamma\).
We remark that the orientation of \( \nabla \psi \) is determined by the sign of \( \psi_\phi(s) \). This can be seen from (34). In our case, we choose \( \psi_\phi(s) \) to be an increasing function of \( s \). Therefore, \( \nabla \psi \) along the interface has the same direction as the unit tangent vector \((\vec{T}_r, \vec{T}_s)\).

Before we conclude this section, we would like to point out that Tryggvason’s formulation [35] can be derived by an argument similar to that given above. If \( \mathbf{x}(s, t) \) is a parameterization of the fluid interface, with \( s \) being the arclength variable and \( t \) being the time variable, and \( \delta(x) \) is the two-dimensional Dirac delta function, then it is easy to show that

\[
\int_0^1 \tau \kappa(x(s, t)) \mathbf{n} \delta(x - x(s, t)) \, ds \, dx = \int_0^1 \tau \kappa(x(s, t)) \mathbf{n} \, ds
\]

This implies that

\[
\rho(\mathbf{u} + \nabla \cdot (\mathbf{u} \mathbf{u})) = -\nabla p + \rho \mathbf{g} + \nabla \cdot (2 \mu \mathbf{D}) + \int_0^1 \tau \kappa(x(s, t)) \delta(x - x(s, t)) \mathbf{n} \, ds.
\]  

(36)

Note that the singular source term in this formulation is nonlocal. This is in contrast with our local expression for the singular source term in the level set formulation.

To complete the evolution equation in Tryggvason’s formulation (also see Peskin [28]), we need to convect the interface position \( x(s, t) \) by the fluid velocity:

\[
\frac{d}{dt} \mathbf{x}(s, t) = \mathbf{u}(x(s, t), t),
\]

(37)

\[
x(s, 0) = x(s).
\]

(38)

Here \( s \) is a purely Lagrangian variable; it is not the same as the arclength variable for \( t > 0 \). Thus we need to modify Eq. (36) by taking the arclength metric \( |x_\mathbf{n}| \) into account in the singular source term:

\[
\rho(\mathbf{u} + \nabla \cdot (\mathbf{u} \mathbf{u})) = -\nabla p + \nabla \cdot (2 \mu \mathbf{D}) + \rho \mathbf{g} + \int_0^1 \tau \kappa(x(s, t)) \delta(x - x(s, t)) \mathbf{n} |x_\mathbf{n}| \, ds.
\]  

(39)

This subtle fact has not been clearly stated in the literature.

3. FINITE DIFFERENCE DISCRETIZATIONS

In this section, we describe finite difference discretizations for the level set formulation derived in the previous section. First, we need to introduce a regularization for the singular Dirac delta function, \( \delta \), and the discontinuous Heaviside function, \( H \). As in [28], we define the regularized delta function \( \delta_\varepsilon \) as

\[
\delta_\varepsilon(x) = \begin{cases} 
\frac{1}{\varepsilon}(1 + \cos(\pi x/\varepsilon))/\varepsilon & \text{if } |x| < \varepsilon, \\
0 & \text{otherwise},
\end{cases}
\]

(40)

and we define a corresponding regularized Heaviside function \( H_\varepsilon \) as

\[
H_\varepsilon(x) = \begin{cases} 
0 & \text{if } x < -\varepsilon \\
(x + \varepsilon)/2\varepsilon + \sin(\pi x/\varepsilon)/(2\pi) & \text{if } |x| \leq \varepsilon, \\
1 & \text{if } x > \varepsilon.
\end{cases}
\]

(41)

The above Heaviside function satisfies the relation \( dH_\varepsilon(x)/dx = \delta_\varepsilon(x) \). Using the regularized Heaviside function \( H_\varepsilon \), we can define the corresponding regularized density function \( \rho_\varepsilon \) and the regularized viscosity \( \mu_\varepsilon \) as

\[
\rho_\varepsilon(x) = \rho_1 + (\rho_2 - \rho_1)H_\varepsilon(\phi(x)),
\]

(42)

\[
\mu_\varepsilon(x) = \mu_1 + (\mu_2 - \mu_1)H_\varepsilon(\phi(x)),
\]

(43)

where \( \phi \) is the level set function. With this regularization, the resulting evolution equations are well posed. We can consider \( \rho_\varepsilon \) and \( \mu_\varepsilon \) as smooth variable density and variable viscosity. Then the second-order projection method for variable density problems introduced in [5] can be used to discretize the momentum equations. We refer the reader to [5] for a detailed description of the projection method for variable density problems. Some implementation issues for applying the projection method to the level set formulation are discussed in [32]. We will not repeat the discussion here.

From now on, we will focus our attention on a simpler problem: the Boussinesq approximation to the Navier–Stokes equations with variable densities. This corresponds to the case where the variation in the density is small. In this case, the momentum equations are reduced to

\[
\mathbf{u} + \nabla \cdot (\mathbf{u} \mathbf{u}) = -\nabla p + \nabla \cdot (2 \mu \mathbf{D}) + \rho' \mathbf{g} + \tau \kappa \delta(\phi(x)) \nabla \phi,
\]

(44)

where \( \rho' \) describes the density variation of the fluids [36]. \( \rho' \) is convected by the fluid velocity

\[
\rho'_t + \mathbf{u} \cdot \nabla \rho' = 0.
\]

(45)
For clarity, we will drop the prime in $\rho'$. With our regularization, we can rewrite the momentum equations as

$$
u_x + \nabla \cdot (\nu u) = -\nabla p + \nabla \cdot (2\mu \nabla \phi) + \rho g + \nu \kappa \delta \phi \nabla \phi. \quad (46)$$

Using a MAC grid and the projection method [15, 11, 6], it is easy to discretize the above equations. We remark that a numerical study of interface motion with a large density ratio has been carried out successfully by Sussman et al. in [32] using our formulation.

We can also formulate the problem in the vorticity-stream function variables. Assume that viscosity difference is sufficiently small so that we can assume the viscosities for the two fluids are the same. Consider the two-dimensional case. Let $x = (x, y)$ and $u = (u, v)$. Define the vorticity variable $\omega = \text{curl}(\mathbf{u}) = v_x - u_y$. In terms of the vorticity formulation, we obtain

$$\omega + u \cdot \nabla \omega = \mu \Delta \omega - \mathbf{g} \cdot \nu + \tau (\kappa \delta_x (\phi) \phi_y, -\tau (\kappa \delta_y (\phi) \phi_x).$$

By direct calculations, we can show that

$$(\kappa \delta_x (\phi) \phi_y, -\kappa \delta_y (\phi) \phi_x)) = (\kappa \delta_x \phi - \kappa \delta_y \phi_x).$$

Therefore, the vorticity equations can be rewritten as

$$\omega + u \cdot \nabla \omega = \mu \Delta \omega - \mathbf{g} \cdot \nu + \tau (\kappa \delta_x \phi - \kappa \delta_y \phi_x). \quad (47)$$

And the velocity field is related to the vorticity field through a stream function $\psi$. That is,

$$u = \psi_y, \quad v = -\psi_x, \quad (48)$$

and $\psi$ satisfies

$$\Delta \psi = -\omega. \quad (49)$$

Now it is a trivial matter to discretize (47)–(49). To present the method more easily, some simplifying assumptions are made on the domain and the boundary conditions. First, we consider flows in a unit square domain $\Omega$ and assume the flow is periodic in the $x$-direction. The boundary conditions at $y = 0$ and $y = 1$ are assumed to be no-slip and no-flow boundary conditions; i.e., $u = 0, v = 0$. A corresponding vorticity boundary condition can be obtained in terms of the stream function. More general domains can be considered by mapping the domain into a rectangular or a circular domain; see [19].

### 3.1. Centered Difference Approximations

In this subsection, we consider centered difference approximations to the level set formulation in the vorticity-stream function formulation. An $N \times N$ grid (with spacing $h = 1/N$) is laid on the domain $\Omega$. We consider continuous time approximations $\phi_i(t)$ to $\psi_i(t)$. Approximations $\omega_{x_i}, \omega_{y_i}, \omega_{x_{i+1}}, \omega_{y_{i+1}}, \phi_{x_i},$ and $\phi_{y_i}$ are defined similarly. Introduce the following difference operators:

$$D^x_i \phi_j = (\phi_{i+1,j} - \phi_{i-1,j})/2h \quad (\text{centered}),$$
$$D^y_i \phi_j = (\phi_{i,j+1} - \phi_{i,j-1})/2h \quad (\text{backward}),$$
$$D^x_i \phi_j = (\phi_{i+1,j} - \phi_{i-1,j})/2h \quad (\text{forward}).$$

The operators $D^x_i, D^y_i, \phi_{x_i}$, and $\phi_{y_i}$ are defined similarly. The centered difference approximation to the Laplacian is denoted by $\Delta_i$ which can be written as

$$\Delta_i = D^x_i D^x_i + D^y_i D^y_i. \quad (50)$$

In terms of these difference operators, we approximate Eqs. (47)–(49) by

$$\frac{d\omega_{x_i}}{dt} = -u_{x_i} D^x \phi_{x_i} - v_{x_i} D^y \phi_{x_i} + \mu \Delta_i \omega_{x_i} - \mathbf{g} D^y \rho_{x_i} + \tau (\kappa D^x_i \phi_{y_i} - \kappa D^y_i \phi_{x_i} \delta(\phi_i)). \quad (51)$$

$$\frac{d\omega_{y_i}}{dt} = -u_{y_i} D^x \phi_{y_i} - v_{y_i} D^y \phi_{y_i} + \mu \Delta_i \omega_{y_i} - \mathbf{g} D^y \rho_{y_i} + \tau \kappa D^x_i \phi_{x_i} + \tau \kappa D^y_i \phi_{y_i}, \quad (52)$$

$$\rho_{x_i} = \rho + (\rho - \rho_i) H(x, \phi_i). \quad (53)$$

$$\Delta_i \phi_{y_i} = -\omega_{y_i}, \quad (54)$$

$$\Delta_i \phi_{x_i} = -\omega_{x_i}, \quad (55)$$

$$u_{x_i} = D^x_i \phi_{x_i}, \quad (56)$$

$$v_{x_i} = D^y_i \phi_{y_i}. \quad (57)$$

where $\nu$ is a numerical viscosity for the level set equation. In practice, we take $\nu = O(h^2)$. We need to introduce the numerical viscosity only when the interface $\Gamma$ forms a singularity and changes its topology. In general, if a discretization of upwinding type is used in the convection terms, it will introduce some amount of numerical viscosity. Here, we want to illustrate that a second-order numerical viscosity is sufficient to stabilize a centered difference discretization when the interface forms a singularity. Actually, since the discontinuity in the fluid velocity is a contact discontinuity, the usual upwinding discretization for the convection terms may be more diffusive than the high order centered difference discretization using second-order numerical diffusion. The reason for choosing a second-order diffusion is because the smallest scale associated with the second-order diffusion is of the order $(\nu)^{1/2}$ and we
need to have a few grid points per wavelength to resolve the smallest scales. In our calculations using centered difference approximations, we use \( \nu \approx (4h)^2 \). The results compare favorably with the corresponding calculations using high order ENO schemes for the inviscid level set equation for \( \phi \).

It is not difficult to modify the above discretizations to make a fourth-order centered difference discretizations. As was pointed out in [24, 8], a fourth-order method is more effective than the second-order discretization. It requires fewer points per wavelength to resolve the smallest scales.

### 3.2. High-Order ENO Discretizations for the Convection Terms

Now we describe a high-order ENO discretization for the convection terms. Since we are interested in computing accurately the convection of the interface position, we will use the non-conservative form of the ENO scheme. Let us illustrate how to discretize the convection terms by a second-order ENO scheme. Define a minmod function as

\[
\text{minmod}(u, v) = \begin{cases} 
\text{sgn}(u) \min(|u|, |v|) & \text{if } u \cdot v > 0, \\
0 & \text{otherwise}. \end{cases}
\]

Here \( \text{sgn} \) is the sign function. Then the second-order discretization of the convection term \( u \phi_i \) is given by

\[
u_i \left( D_x^+ \phi_{i,j} + \frac{h}{2} \text{minmod}(D_x^+ D_x^j \phi_{i,j}, D_x^+ D_x^j \phi_{i-1,j}) \right),
\]

if \( u_{i,j} > 0 \),

\[
u_i \left( D_x^+ \phi_{i,j} - \frac{h}{2} \text{minmod}(D_x^+ D_x^j \phi_{i,j}, D_x^+ D_x^j \phi_{i+1,j}) \right),
\]

otherwise.

Similarly we can define the second-order ENO discretization for the convection term in the \( y \)-direction, \( \nu \phi_j \). A third-order ENO discretization has also been used in our calculations. For a derivation of the discretization, we refer the reader to [17, 31].

The finite difference method which uses the ENO scheme for the convection terms differs from the centered difference scheme described in the previous subsection only in the way the convection terms are discretized. The discretizations of all other terms are the same as before.

### 3.3. Re-Initialization of Level Set Functions and Mass Conservation

In general, even if we initialize the level set function \( \phi \) as a signed distance from the front, the level set function will not remain a distance function at later times. For large time computation, it would be desirable to keep the level set function as a distance function. This will ensure that the front has a finite thickness of order \( \varepsilon \) for all time. In [32], an iterative procedure was proposed to re-initialize the level set function at each time step so that the re-initialized level set function remains a distance function from the front. Specifically, given a level set function, \( \phi_0 \), at time \( t \), solve for the steady state solution of the equation

\[
\frac{\partial}{\partial t} \phi = \text{sgn}(\phi_0)(1 - |\nabla \phi|)
\]

\( \phi(x, 0) = \phi_0(x) \),

where \( \text{sgn} \) is the sign function. The solution \( \phi \) will have the same sign and the same zero level set as \( \phi_0 \), and it satisfies \( |\nabla \phi| = 1 \), and so it is a distance function for the front.

Another important issue is mass conservation. For incompressible flows, the total mass is conserved in time. However, the numerical discretization of the level set formulation does not preserve this property in general. Even with the above reinitialization procedure for the level set function, it has been found that a considerable amount of total mass is lost in time. To overcome this difficulty, Hou [20] recently proposed to introduce another re-initialization procedure aimed at preserving the total mass in time. Motivated by the observation that numerical diffusion introduces a normal motion proportional to the interface’s local curvature (see, e.g., [25]), he introduces a re-initialization procedure to remedy this effect. The re-initialization procedure involves solving the following perturbed Hamilton–Jacobi equation to a steady state,

\[
\frac{\partial}{\partial t} \phi + (A_0 - A(t))( -P + \kappa )|\nabla \phi| = 0
\]

\( \phi(x, 0) = \phi_0(x) \),

where \( A_0 \) denotes the total mass for the initial condition at \( t = 0 \) and \( A(t) \) denotes the total mass corresponding to the level set function \( \phi(t) \) in the above re-initialization process. \( P \) is a positive constant. It helps stabilize this re-initialization procedure. The above perturbed Hamilton–Jacobi equation may look ill-posed by itself. But since we will solve this perturbed Hamilton–Jacobi equation with the governing level set equation and the solution procedure for the governing level set equation introduces numerical viscosity, the combined fractional step method can be shown to be stable. Moreover, since we will perform this re-initialization at every time step, the difference in the mass, \( (A_0 - A(t)) \), is of order \( O(h^2) \) in the smooth region. So this re-initialization step does not change the overall...
second-order accuracy of the method. More discussions and numerical examples can be found in [20]. In principle, this allows conservation of the total mass up to an arbitrary accuracy, depending on the stopping criteria for obtaining a steady state solution. A numerical example is included in this paper to demonstrate the effect of this mass-preserving re-initialization procedure. The result is quite encouraging.

4. NUMERICAL RESULTS

In this section, we will apply our numerical method to several problems. The first one is the merging of two fluid bubbles with the same density. The second one is the interaction of three-density interfaces. The last one is the study of the Rayleigh–Taylor instability for a periodic jet under the influence of gravity. We also perform a resolution study to verify convergence of the method. In the first numerical example, we use a second-order projection method in solving the Navier–Stokes equations and we use a second-order ENO scheme in the discretization of the convection terms. In the second and third examples, we use a fourth-order centered difference scheme to approximate the inviscid Euler equations in the vorticity stream function formulation. A second-order explicit numerical viscosity is used to avoid introducing numerical oscillations. From our computational experiences, we find that the second-order ENO scheme is more robust, especially when we have a large density ratio. On the other hand, the fourth-order centered difference scheme with a second-order numerical viscosity is more accurate and less diffusive.

The purpose of our numerical experiments is to demonstrate that detailed interfacial structures during a topological transition can be captured accurately using our level set formulation. For this reason, we have performed a series of resolution studies. There are a few numerical parameters that might affect the convergence of the solution. One is the numerical grid size, \( h \). One is the smoothing parameter, \( \epsilon \), for the regularized delta function. In our calculations, we relate these two parameters by the relation, \( \epsilon = 2.5h \). The numerical viscosity is also related to the grid size \( h \). For the second-order ENO scheme, it will produce a numerical viscosity proportional to \( O(h^2) \) in the smooth region. When a topological change takes place in a free interface, it signals the formation of a singularity. In that case, it is natural to expect that these numerical regularization parameters would have a strong effect for the fine structure of the interface. On the other hand, as we refine the mesh size, we expect that the numerical solution converges to a weak viscosity solution.

The numerical solutions we present here are mostly carried out using a 256 \( \times \) 256 grid. These numerical solutions are well resolved. When we compare these solutions with the corresponding 512 \( \times \) 512 grid calculations, they are almost indistinguishable. A coarser grid calculation gives a similar result qualitatively. But there is a difference in the detailed structure such as the time of merging, and the fine structure in the rollup region. If one is only interested in the gross features of the interface motion for large times, then a coarse grid calculation would be sufficient. But if the detailed information during the topological transition has a great impact on the solution structure at later times, then a fine grid calculation is necessary. Here we focus our attention to test the capability of the method in capturing the fine scale structure when we resolve the physical solution. For this purpose, we make sure that we have enough numerical resolution so that the physical effects of the viscosity and surface tension are accurately captured. Coarse grid calculations for the large time dynamics of water drops in the air with large density jumps have been carried out by Sussman, Smereka, and Osher using our formulation [32].

4.1. Merging Two Bubbles with the Same Density

In our first example, we compute the interaction of two fluid bubbles of the same density under the influence of gravity. The fluid is at rest initially. Viscosity for the fluid inside the two bubbles is equal to \( \mu = 0.00025 \). Viscosity for fluid outside the bubbles is equal to \( \mu = 0.0005 \). The surface tension is set to zero in this example. The effect of surface tension will be considered in the next example. The initial positions of the two bubbles correspond to two circles. The lower one is centered at \((0.5, 0.35)\) with radius 0.1. The upper one is centered at \((0.5, 0.65)\) with radius 0.15.

We take the density inside the two bubbles to be 1 and the density outside the bubbles to be 10. Since the two bubbles have a lighter density than that of the background fluid, they will rise in time. In this study, it is reasonable to impose simple periodic boundary conditions in both directions.

Our first calculation uses a second-order projection method. We use the second-order ENO scheme in the discretization of the convection term. The time discretization is performed using a second Adams–Bashforth method. In Fig. 1a, we plot the evolution of the two bubbles at time \( t = 0.0, 0.1, 0.2, 0.3, 0.325, 0.4, 0.45, 0.5 \), using 256 \( \times \) 256 grid points. We can see that the bottom portions of the bubbles travel the fastest. As time evolves, the lower bubble produces a jet, moving upward. In the process, two opposite signed vorticity fields are created in the wake of the large bubble. This produces a lower pressure region behind the large bubble and generates flow streaming into the symmetry line of the flow. As a result, the front portion of the small bubble becomes narrower and sharper. At time \( t = 3 \), we see that the head of the small bubble almost catches up with the bottom of the large bubble. In the next moment, \( t = 0.325 \), the two bubbles merge into a single
bubble. At this time, the interface conjunction forms a cusp singularity. This sharp cusp is smoothed out by viscosity in time. At time $t = 0.4$, the interface becomes smooth again. On the other hand, the vorticity created in the bottom of the large bubble generates a rollup. The bottom part of the small bubble forms a jet which tries to penetrate through the stem of the merged bubble. By $t = 0.5$, we observe that a secondary topological change takes place in several regions. The drops in the rollup region of the large bubble have pinched off.

Next, we consider the effect of surface tension. In Fig. 2, we compute the interaction of two bubbles using the second-order ENO discretization and $256 \times 256$ grid points. Again a second-order projection method is used in the discretization of the Navier–Stokes equations and the second-order Adams–Bashforth method is used in the time integration. The surface tension is taken to be $\sigma = 0.005$. With the other parameters being the same, our numerical experiments show that it takes a longer time for the two bubbles to merge in the case with surface tension. The initial bubble interfaces are still the same as in Fig. 1. In Fig. 2, we plot the interface positions at $t = 0.0, 0.1, 0.2, 0.3, 0.375, 0.4, 0.45, 0.5$. We observe that the bubbles merge right before $t = 0.4$. The cusp singularity at the time of merging is regularized quickly by the surface tension and the fluid viscosity. We can see that the head of the small bubble is rounder than that without surface tension. Also the “legs” of the small bubble are relatively straight and do not roll up. This is because the surface tension has an additional regularization effect near the region of large curvature.

4.2. Interaction of Bubbles of Three-density Interfaces

We now illustrate how to generalize the level set formulation to include the interaction of three-density interfaces. Let us denote the density of the bubble on the top by $\rho_1$, the density of the bubble on the bottom by $\rho_2$, and the background density by $\rho_3$. Furthermore, we denote the interface position of the bubble on the top as $\phi = \phi_1$, the
FIG. 2. Second-order ENO approximations for two bubbles of the same density. The density ratio between the bubbles and the background is 1:10. Here $N = 256$, $\mu_1 = 0.0005$, $\mu_2 = 0.00025$, $\epsilon = 0.01$, and $\tau = 0.005$; $t = 0, 0.1, 0.2, 0.3$ for the first row, and $t = 0.375, 0.4, 0.45, 0.5$ for the second row.

The interface position of the bubble on the bottom as $\phi = d_2$, with $d_1 > d_2$. The level set function $\phi$ is chosen such that $\phi > d_1$ corresponds to the region occupied by the bubble on the top; $\phi \leq d_2$ corresponds to the region occupied by the bubble on the bottom; and $d_1 > \phi > d_2$ corresponds to the background fluid. Then it is easy to show that the density function $\rho(x)$ can be expressed as

$$\rho(x) = (\rho_1 - \rho_3) H(\phi(x) - d_1) + (\rho_3 - \rho_2) H(\phi(x) - d_2) + \rho_2. \quad (60)$$

The singular source term for the surface tension now becomes

$$\kappa(\delta(\phi(x) - d_1) + \delta(\phi(x) - d_2)) \nabla \phi. \quad (61)$$

The curvature $\kappa$ is computed in the same way as before. At the end of the calculations, the interface position for the bubble on the top is given by the level set $\phi = d_1$, the interface for the bubble in the bottom is given by $\phi = d_2$.

In Fig. 3, we illustrate the method by considering the interaction of two fluid bubbles with different densities using $256 \times 256$ grid points. The density for the bubble on the top is 60, the density for the bubble on the bottom is 1, and the background density is 3600. This example is designed to produce a strong interaction among different interfaces within a short time. This particular choice of density ratio is clearly motivated by the purpose of testing our numerical method rather than from a physical consideration, for the density ratio is beyond the validity of the Boussinesq approximation. Here we consider the inviscid Euler equations and use a fourth-order centered difference approximation to the vorticity stream-function formulation. A second-order numerical viscosity is used for the Euler equations and for the level set equations, respectively. In our calculation, the numerical viscosity is taken to be $\mu = 0.000125$ for the Euler equations, and the
Fourth-order difference approximations for two fluid bubbles with different densities. The density ratio is $1:60:3600$ with the bottom bubble being the lightest. Numerical viscosity for the Euler equations is equal to 0.00025. Numerical viscosity for the level set equations is equal to 0.000125; $t = 0$ and $e = 0.015; t = 0.1, 0.15, 0.2$ for the first row ($N = 256$), and $t = 0.275, 0.325, 0.35$ for the second row ($N = 512$).

Numerical viscosity is taken to be $\nu = 0.00025$ for the level set equation. The time integration is carried out using a fourth-order Runge-Kutta method. The initial interfaces of the bubbles are of elliptical shapes. The problem is set up in such a way that both bubbles will rise in time, and the bottom bubble rises the fastest. As the bottom bubble rises in time, we see that the top portions of the bubble interfaces are almost in contact. But they cannot merge into a single bubble in this case because the densities are different for these two bubbles. In the meantime, the bubble in the bottom forms a strong jet and develops a rollup. We plot the solutions at $t = 0.1, 0.15, 0.2, 0.275, 0.325, 0.35$. We increase our numerical resolutions to $512 \times 512$ for times larger than $t = 0.2$. Part of the interface that has rolled up pinches off before $t = 0.275$; two smaller bubbles are detached from the bottom bubble and have their own dynamics. As the region in between the top portions of two bubbles becomes thinner and thinner in time, they eventually pinch off at $t = 0.325$ and $t = 0.35$, respectively. In the process, many small scale structures are produced due to the unstable stratification of the fluids.

There is no re-initialization used in this numerical example. Also the level set function can develop a steep gradient when two bubbles with different densities approach each other. Alternative approaches to motion of multiple junc-
4.3. Vortex Sheet Rollup in a Periodic Jet

In this example, we would like to illustrate that the level set formulation can be used naturally to compute vortex sheet rollup due to the Rayleigh–Taylor instability. It is well known that without additional regularization, the underlying physical problem is ill-posed. Small numerical errors can be amplified rapidly in time [1, 23, 30]. In the level set formulation, the regularization comes from the numerical viscosity in the discretization of the convection terms. As we will see from our numerical example, this second-order numerical viscosity is sufficient to stabilize the method. The method can compute naturally beyond the curvature singularity due to the Rayleigh–Taylor instability and produces a nice rollup. We remark that since we keep the level set function as a distance function in time, the viscous regularization in the level set equation is in fact a curvature regularization. This curvature regularization is an intrinsic geometrical regularization. When we apply this curvature regularization to the Lagrangian boundary integral formulation, it also gives a stable discretization which can compute beyond the curvature singularity in vortex sheets and produces a rollup solution similar to those obtained by Krasny [23].

In Fig. 4, we study the rollup of a periodic jet due to the Rayleigh–Taylor instability. The fluid in between the two fluid interfaces has constant density $d_1$, and the rest of the fluid has density $d_2$. In this example, $d_1 = 10$ and $d_2 = 20$. The initial interface positions consist of sinusoidal perturbations of flat interfaces. The inviscid Euler equations are discretized with $N = 256$. A fourth-order central difference scheme is used with an explicit second-order numerical viscosity $\nu = 0.00025$ in the convection terms for both the Euler equations and the level set equation. $\epsilon$ is chosen to be 0.02. The time integration is carried out using a fourth-order Runge–Kutta method. As before, the problem is double-periodic in two directions. The flow is at rest initially. The motion is driven by gravity only. As time increases, we see the effect of gravity forms a bottle neck. The formation of the bottle neck becomes very clear at $t = 0.3$. For $t \geq 0.35$, we see that the bottle neck turns into a jet that falls down very rapidly and produces a strong rollup due to the Rayleigh–Taylor instability. As time increases further, the flow generates tighter rolls. In the mean time, the small perturbations in the outer arms produce secondary rollups; see the figure at $t = 0.65$. This process repeats itself and generates more and more small-scale structures in time. A level set formulation for vortex motion including vortex sheets in two and three dimensions has been proposed and tested by Harabetian, Osher, and Shu [16].

4.4. An Area-Preserving Re-initialization

In this subsection, we present some preliminary results of the level set method with area-preserving re-initialization. As we mentioned before, this amounts to re-initializing the level set function at every time step until the level set function satisfies the following perturbed Hamilton–Jacobi equation to a steady state,

$$
\frac{\partial}{\partial t} \phi + (A_0 - A(t))(-P + \kappa)\nabla \phi = 0
$$

$$
\phi(x, 0) = \phi_0(x),
$$

where $A_0$ denotes the total mass for the initial condition at $t = 0$, $A(t)$ denotes the total mass corresponding to the level set function $\phi(t)$ in the above re-initialization process. We took $P = 1$ in our test. The total mass $A(t)$ is computed from the formula

$$
A(t) = \sum_{i,j} (d_2 + (d_1 - d_2)H_\epsilon(\phi(i,j)))h^2,
$$

where $d_1$ and $d_2$ are the densities inside and outside the fluid interface, respectively. To accelerate the convergence, we took a larger time step in solving this equation. In Fig. 5a, we repeat the calculation presented in Fig. 1, using the area-preserving re-initialization. We stop the re-initialization procedure when the relative error between the total mass at the current time and the initial mass is less than $10^{-5}$. Throughout the calculation, the number of iterations required to satisfy this error tolerance is about 5 or 6. For most of the time, it is within 2 or 3 iterations. The total mass as a function of time is plotted in Figure 6a. We clearly observe an excellent conservation of total mass in time. In comparison, a considerable amount of mass is lost towards the end of the calculation without using such a re-initialization; see Fig. 6b. Note that the distance function re-initialization has been used in the calculation presented in Fig. 6b. This shows that the distance function re-initialization itself is not enough to conserve the total mass. It is designed mainly to maintain the finite thickness of the interface. On the other hand, since we use a relatively fine mesh in this calculation, the loss of total mass has not yet polluted the accuracy of the fluid interface. If we compare Fig. 5a with Fig. 1, they look almost the same, except for a small difference in the last picture at $t = 0.5$. We overlap the two solutions with and without the area-preserving re-initialization at $t = 0.4$ in Fig. 5b. They are almost indistinguishable from each other.

We also perform a convergence test for our level set method. In the following table, we illustrate the numerical errors for the density, the level set function, and the velocity in the discrete $L^2$ norm for $N = 64$, 128, 256, $\epsilon = 2.5h$. This convergence test is performed for the calculation
FIG. 4. Fourth-order centered difference approximations for a periodic jet. The density is equal to 10 in the region bounded by the two interfaces and equal to 20 elsewhere. Here $N = 256$, $\nu = \mu = 0.00025$, $\tau = 0$, and $\epsilon = 0.02$; $t = 0.1, 0.3, 0.35$ for the first row and $t = 0.45, 0.55, 0.65$ for the second row.
FIG. 5. (a) The same calculation as in Fig. 1 with area-preserving re-initialization. The total area is conserved up to 5 digits. (b) The same calculation as in Fig. 1. We overlap the solution at $t = 0.4$ obtained with area-preserving re-initialization on top of the solution obtained without area-preserving re-initialization. The two pictures are almost indistinguishable.
presented in Fig. 2 with surface tension and the area-preserving re-initialization. Since the way we approximate the discrete delta function is relatively crude, in general we can expect only first-order convergence in the presence of surface tension; see, e.g., [7]. We clearly observe convergence of first-order accuracy.

Table I illustrates the convergence before the change of topology takes place at $t = 0.3$. Table II illustrates the convergence after the change of topology takes place at $t = 0.4$.

### 5. CONCLUSION

In summary, we have derived a level set formulation with explicit numerical viscosity, especially when we have a large density ratio. On the other hand, the fourth-order centered difference scheme with a second-order numerical viscosity is more accurate and less diffusive. In both cases, the method is efficient and is capable of handling topological change in the fluid interfaces, such as merging and reconnection. It can be generalized to three-dimensional problems fairly easily.

### TABLE I

<table>
<thead>
<tr>
<th></th>
<th>Coarse 64 vs 256</th>
<th>Fine 128 vs 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>0.0810</td>
<td>0.0352</td>
</tr>
<tr>
<td>$u$</td>
<td>0.0620</td>
<td>0.0242</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.00598</td>
<td>0.00183</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th></th>
<th>Coarse 64 vs 256</th>
<th>Fine 128 vs 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>0.0892</td>
<td>0.0399</td>
</tr>
<tr>
<td>$u$</td>
<td>0.0614</td>
<td>0.0286</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.00998</td>
<td>0.00310</td>
</tr>
</tbody>
</table>

FIG. 6. (a) The same calculation as in Fig. 1. The total area is a function of time. This is with area-preserving re-initialization. The normalized area is a function of time, $N = 256$, del = 0.01, err = 1.0 - 5. (b) The same calculation as in Fig. 1. The total area is a function of time. This is without area-preserving re-initialization. The normalized area is a function of time, $N = 256$, del = 0.01, reinitialization.
In the future, we would like to generalize the method to study the interaction of three-dimensional fluid bubbles with a solid wall. In another direction, we would like to generalize the method to some non-Newtonian flows. In that case, a transverse level set function may be needed to compute the tangential directional derivatives which appear in the elastic tension force law for the interface. One example of such an application is to compute the nonlinear elastic tension force in Peskin’s immersed boundary problem [28].
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