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STABLE NEARLY SELF-SIMILAR BLOWUP OF THE 2D BOUSSINESQ

AND 3D EULER EQUATIONS WITH SMOOTH DATA II: RIGOROUS

NUMERICS

JIAJIE CHEN AND THOMAS Y. HOU

Abstract. This is Part II of our paper in which we prove finite time blowup of the 2D
Boussinesq and 3D axisymmetric Euler equations with smooth initial data of finite energy
and boundary. In Part I of our paper [13], we establish an analytic framework to prove stability
of an approximate self-similar blowup profile by a combination of a weighted L∞ norm and a
weighted C1/2 norm. Under the assumption that the stability constants, which depend on the
approximate steady state, satisfy certain inequalities stated in our stability lemma, we prove
stable nearly self-similar blowup of the 2D Boussinesq and 3D Euler equations with smooth
initial data and boundary. In Part II of our paper, we provide sharp stability estimates of the
linearized operator by constructing space-time solutions with rigorous error control. We also
obtain sharp estimates of the velocity in the regular case using computer assistance. These
results enable us to verify that the stability constants obtained in Part I [13] indeed satisfy the
inequalities in our stability lemma. This completes the analysis of the finite time singularity
of the axisymmetric Euler equations with smooth initial data and boundary.

1. Introduction

The three dimensional incompressible Euler equations are one of the most fundamental non-
linear partial differential equations that govern the motion of the ideal inviscid fluid flow. It is
closely related to the incompressible Navier-Stokes equations. Due to the presence of nonlinear
vortex stretching, the global regularity of the 3D incompressible Euler equations with smooth
initial data and finite energy has been one of the longstanding open questions in nonlinear par-
tial differential equations. Let u be the divergence free velocity field and we define ω = ∇× u

as the vorticity vector. The 3D Euler equations governing the vorticity ω are given by

(1.1) ωt + u · ∇ω = ω · ∇u,

where u is related to ω via the Biot-Savart law. The velocity gradient ∇u formally has the
same scaling as vorticity ω. Thus the vortex stretching term, ω · ∇u, has a nonlocal quadratic
nonlinearity in terms of vorticity. Although many experts tend to believe that the 3D Euler
equations would form a finite time singularity from smooth initial data, the nonlocal nature
of the vortex stretching term could lead to dynamic depletion of nonlinearity, thus preventing
a finite time blowup, see e.g. [19, 23, 36]. The interested readers may consult the excellent
surveys [18, 30, 34, 38, 43] and the references therein.

Our work is inspired by the computation of Luo-Hou [41, 42] in which they presented some
convincing numerical evidence that the 3D axisymmetric Euler equations with smooth initial
data and boundary develop a potential finite time singularity. In Part I of our paper [13], we
establish an analytic framework and obtan some essential stability estimates to prove finite time
singularity of the 2D Boussinesq and 3D axisymmetric Euler equations with smooth initial data
and boundary. The main results of this paper are stated by the two informal theorems below.
The more precise and stronger statement of Theorem 1 can be found in Theorem 3 in Section 2.

Theorem 1. Let θ, u and ω be the density, velocity and vorticity in the 2D Boussinesq equations
(2.3)-(2.5), respectively. There is a family of smooth initial data (θ0, ω0) with θ0 being even and
ω0 being odd, such that the solution of the Boussinesq equations develops a singularity in finite
time T < +∞. The velocity field u0 has finite energy. The blowup solution (θ(t), ω(t)) is
nearly self-similar in the sense that (θ(t), ω(t)) with suitable dynamic rescaling is close to an
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approximate blowup profile (θ̄, ω̄) up to the blowup time. Moreover, the blowup is stable for
initial data (θ0, ω0) close to (θ̄, ω̄) in some weighted L∞ and C1/2 norm.

Theorem 2. Consider the 3D axisymmetric Euler equations in the cylinder r, z ∈ [0, 1] × T.
Let uθ and ωθ be the angular velocity and angular vorticity, respectively. The solution of the
3D Euler equations (2.1)-(2.2) develops a nearly self-similar blowup (in the sense described in
Theorem 1) in finite time for some smooth initial data ωθ0, u

θ
0 supported away from the symmetry

axis r = 0. The initial velocity field has finite energy, uθ0 and ωθ0 are odd and periodic in z. The
blowup is stable for initial data (uθ0, ω

θ
0) that are close to the approximate blowup profile (ūθ, ω̄θ)

after proper rescaling subject to some constraint on the initial support size.

We first review some main ideas in our stability analysis of the linearized operator presented
in Part I [13]. We use the 2D Boussinesq system as an example. Let ω̄, θ̄ be an approximate
steady state of the dynamic rescaling formulation. We denote W = (ω, θx, θy) and decompose

W = W + W̃ with W = (ω̄, θ̄x, θ̄y). We further denote by L the linearized operator around W

that governs the perturbation W̃ in the dynamic rescaling formulation (see Section 2):

(1.2) W̃t = L(W̃ ).

We decompose the linearized operator L into a leading order operator L0 plus a finite rank
perturbation operator K, i.e L = L0 +K. The leading order operator L0 is constructed in such
way that we can obtain sharp stability estimates using weighted estimates and sharp functional
inequalities.

In Part I [13], we have performed the weighted energy estimates using a combination of

weighted L∞ and C1/2 norm. In our analysis, we decompose W̃ = W̃1 + W̃2, where W̃1 is the
main part of the perturbation, which is essentially governed by the leading order operator L0

with a weak coupling to W̃2 through nonlinear interaction. The perturbation W̃2 captures the
contribution from the finite rank operator. The key is to show that the energy estimate of the

main part W̃1 satisfies the inequalities stated in our stability Lemma 2.1 (see Section 2). For
this purpose, we need to obtain relatively sharp energy estimates for the leading order operator
L0 by subtracting a finite rank operator K. Without subtracting the finite rank operator, we
would not be able to obtain linear and nonlinear stability of the approximate self-similar profile.

The constants in the weighted energy estimates obtained in Part I [13] depend on the ap-
proximate self-similar profile that we constructed numerically in Section 7 of Part I [13] and the
singular weights we use. In this paper and in the supplementary material [11] (contained in this
paper), we will provide sharp and rigorous upper bounds for these constants by estimating the
higher order derivatives and then using interpolation estimates from numerical analysis. We also
obtain sharp estimates of the velocity in the regular case by bounding various integrals using
numerical integration with computer assistance. These sharp estimates of the constants enable
us to prove that the inequalities in our stability lemma hold for our approximate self-similar
profile. Thus we can complete the stability analysis of the approximate self-similar profile and
complete our blowup analysis for the 2D Boussinesq and 3D Euler equations. See Section 2.2
for more discussion of the main steps in our blowup analysis.

We use the following toy model to illustrate the main ideas of our stability analysis by

considering K as a rank-one operator K(W̃ ) = a(x)P (W̃ ) for some operator P satisfying (i)

P (W̃ ) is constant in space; (ii) ‖P (W̃ )‖ ≤ c‖W̃‖. Given initial data W̃0, we decompose (1.2) as
follows

(1.3)
∂tW̃1(t) = L0W̃1, W̃1(0) = W̃0,

∂tW̃2(t) = LW̃2 + a(x)P (W̃1(t)), W̃2(0) = 0.

It is easy to see that W̃ = W̃1 + W̃2 solves (1.2) with initial data W̃0 since L = L0 + a(x)P . By
construction, the leading operator L0 has the desired structure that enables us to obtain sharp

stability estimates. The second part W̃2 is driven by the rank-one forcing term a(x)P (W̃1(t)).
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Using Duhamel’s principle, the fact that P (W̃1(t)) is constant in space, we yield

(1.4) W̃2(t) =

∫ t

0

P (W̃1(s))e
L(t−s)a(x)ds.

If W̃1 is linearly stable in some L∞(ϕ) space, by checking the decay of eL(t)a(x) in the energy

space for large t, we can obtain the stability estimate of W̃2. Note that eL(t)a(x) is equivalent
to solving the linear evolution equation vt = L(v) with initial data v0 = a(x). We can solve this
initial value problem by constructing a space-time solution with rigorous error control.

We remark that our stability analysis is performed mainly for W̃1 since W̃2 is driven by W̃1.

The approximation errors in constructing the space-time approximation to W̃2 can be controlled

by the decay estimate of W̃1. Moreover, the region where we need to modify the linearized
operator by a finite rank operator is mainly located in a small sector near the boundary where
we have the smallest amount of damping. The total rank is less than 50. In our construction of

approximate solution to W̃2, we need to solve the linear PDE (1.2) in space-time with a number
of initial data, which can be implemented in full parallel.

There has been a lot of effort in studying 3D Euler singularities. The most exciting recent
development is Elgindi’s breakthrough result in which he proved finite time singularity of the
axisymmetric Euler equation with no swirl for Cα initial vorticity [24] (see also [25]). Earlier
efforts include the Constantin-Lax-Majda (CLM) model [20], the De Gregorio (DG) model
[21, 22], the generalized CML (gCLM) model [49] and the Hou-Li model [35]. See also [5–8, 14,
20,26,28] for the De Gregorio model and for the gCLM model with various parameters. Inspired
by their work on the vortex sheet singularity [4], Caflisch and Siegel have studied complexity
singularity for 3D Euler equation, see [3, 52] and also [50] for the complex singularities for 2D
Euler equation.

In [16], the authors proved the blowup of the Hou-Luo model proposed in [42]. In [15], Chen-
Hou-Huang proved the asymptotically self-similar blowup of the Hou-Luo model by extending
the method of analysis established for the finite time blowup of the De Gregorio model by the
same authors in [14]. In [17,31–33,39], the authors proposed several simplified models to study
the Hou-Luo blowup scenario [41, 42] and established finite time blowup of these models. In
[27,29], Elgindi and Jeong proved finite time blowup for the 2D Boussinesq and 3D axisymmetric

Euler equations in a domain with a corner using C̊0,α data.
The rest of the paper is organized as follows. In Section 2, we review the analytic framework

that we established in Part I [13] and state the assumptions under which we prove the finite
time blowup of the 2D Boussinesq and 3D Euler equations with smooth initial data. In Section
3, we discuss the construction of the approximate space-time solution to the linearized operator
L. This is crucial to obtain sharp estimates of the perturbed operator L − K in the stability
analysis. In Section 4, we show how to estimate the L∞ and Hölder norms of the velocity in the
regular case. Some technical estimates and derivations are deferred to the Appendix.

2. Review of the analytic framework from Part I [13]

In this section, we will review some main ingredients in our analytic framework to establish
stability analysis that we presented in Part I [13]. We will mainly focus on the 2D Boussinesq
equations since the difference between the 3D Euler Euler and 2D Boussinesq equations is
asymptotically small. As in our previous works [12, 14, 15], we will use the dynamic rescaling
formulation for the 2D Boussinesq equations to study the linear stability for the linearized
operator around the approximate steady state of the dynamic rescaling equations. Passing from
linear stability to nonlinear stability is relatively easier by treating the nonlinear terms and the
residual error as small perturbations to the linear damping terms.

Denote by ωθ, uθ and φθ the angular vorticity, angular velocity, and angular stream function,
respectively. The 3D axisymmetric Euler equations are given below:

(2.1) ∂t(ru
θ) + ur(ruθ)r + uz(ruθ)z = 0, ∂t(

ωθ

r
) + ur(

ωθ

r
)r + uz(

ωθ

r
)z =

1

r4
∂z((ru

θ)2),
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where the radial velocity ur and the axial velocity uθ are given by the Biot-Savart law:

(2.2) − (∂rr +
1

r
∂r + ∂zz)φ

θ +
1

r2
φθ = ωθ, ur = −φθz , uz = φθr +

1

r
φθ,

with the no-flow boundary condition φθ(1, z) = 0 on the solid boundary r = 1 and a periodic
boundary condition in z. For 3D Euler blowup that occurs at the boundary r = 1, we know
that the axisymmetric Euler equations have scaling properties asymptotically the same as those
of the 2D Boussinesq equations [43]. Thus, we also study the 2D Boussinesq equations on the
upper half space:

ωt + u · ∇ω = θx,(2.3)

θt + u · ∇θ = 0,(2.4)

where the velocity field u = (u, v)T : R2
+ × [0, T ) → R

2
+ is determined via the Biot-Savart law

(2.5) −∆φ = ω, u = −φy, v = φx,

where φ is the stream function with the no-flow boundary condition φ(x, 0) = 0 at y = 0. By

making the change of variables θ̃ , (ruθ)2, ω̃ = ωθ/r, we can see that θ̃ and ω̃ satisfy the 2D
Boussinesq equations up to the leading order for r ≥ r0 > 0.

2.1. Dynamic rescaling formulation. Following [12,14,15], we consider the dynamic rescal-
ing formulation of the 2D Boussinesq equations. Let ω(x, t), θ(x, t),u(x, t) be the solutions of
(2.3)-(2.5). Then it is easy to show that

(2.6)
ω̃(x, τ) = Cω(τ)ω(Cl(τ)x, t(τ)), θ̃(x, τ) = Cθ(τ)θ(Cl(τ)x, t(τ)),

ũ(x, τ) = Cω(τ)Cl(τ)
−1u(Cl(τ)x, t(τ)),

are the solutions to the dynamic rescaling equations

(2.7) ω̃τ (x, τ) + (cl(τ)x + ũ) · ∇ω̃ = cω(τ)ω̃ + θ̃x, θ̃τ (x, τ) + (cl(τ)x + ũ) · ∇θ̃ = cθθ̃,

where ũ = (ũ, ṽ)T = ∇⊥(−∆)−1ω̃, x = (x, y)T ,

(2.8) Cω(τ) = exp

(∫ τ

0

cω(s)dτ

)
, Cl(τ) = exp

(∫ τ

0

−cl(s)ds
)
, Cθ = exp

(∫ τ

0

cθ(s)dτ

)
,

t(τ) =
∫ τ
0
Cω(τ)dτ and the rescaling parameters cl(τ), cθ(τ), cω(τ) satisfy [12]

(2.9) cθ(τ) = cl(τ) + 2cω(τ).

To simplify our presentation, we still use t to denote the rescaled time in (2.7) and simplify

ω̃, θ̃ as ω, θ

(2.10) ωt + (clx+ u) · ∇ω = θx + cωω, θt + (clx+ u) · ∇θ = cθθ.

Following [15], we impose the following normalization conditions on cω, cl

(2.11) cl = 2
θxx(0)

ωx(0)
, cω =

1

2
cl + ux(0), cθ = cl + 2cω.

For smooth data, these two normalization conditions play the role of enforcing

(2.12) θxx(t, 0) = θxx(0, 0), ωx(t, 0) = ωx(0, 0)

for all time.
We remark that the dynamic rescaling formulation was introduced in [40, 45] to study the

self-similar blowup of the nonlinear Schrödinger equations. This formulation is also called the
modulation technique in the literature and has been developed by Merle, Raphael, Martel,
Zaag and others, see e.g. [1, 2, 37, 44, 46–48]. Recently, this method has been applied to study
singularity formation in incompressible fluids [12, 24] and related models [6–8, 14].

The more precise statement of our Theorem 1 is stated as follows.
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Theorem 3. Let (θ̄, ω̄, ū, c̄l, c̄ω) be the approximate self-similar profile constructed in Section
7 of Part I [13] and E∗ = 5 · 10−6. For even initial data θ0 and odd ω0 of (2.10) satisfying
E(ω0 − ω̄, θ0,x − θ̄x, θ0,y − θ̄y) < E∗, we have

(2.13) ||ω− ω̄||L∞ , ||θx− θ̄x||L∞ , ||θy− θ̄y||∞ < 200E∗, |ux(t, 0)− ūx(0)|, |c̄ω − cω| < 100E∗

for all time. In particular, we can choose smooth initial data ω0, θ0 ∈ C∞
c in this class with

finite energy ||u0||L2 < +∞ such that the solution to the physical equations (2.3)-(2.5) with these
initial data blows up in finite time T .

The energy E is quite complicated, and we refer to Section 2.3 in Part I [13] for its formula.

2.2. The main steps in the proof of Theorem 3. We will follow the framework in [12,14,15]
to establish finite time blowup by proving the nonlinear stability of an approximate steady state
to (2.10). We divide the proof of Theorem 3 into proving the following lemmas. The energy
norm below is defined in Section 5 in Part I [13] for energy estimates, and the requirement of
smallness is incorporated in the conditions (2.17), e.g. the term aij,3, in Lemma 2.5.

The upper bar notation is reserved for the approximate steady state, e.g. ω̄, θ̄. Given the
approximate steady state ω̄, θ̄, c̄l, c̄ω, we denote by F i and F̄ω, F̄θ the residual error

(2.14)
F̄ω = −(c̄lx+ ū) · ∇ω̄ + θ̄x + c̄ωω̄, F̄θ = −(c̄lx+ ū) · ∇θ̄ + c̄θ θ̄,

F1 , F̄ω, F2 , ∂xF̄θ, F3 , ∂yF̄θ.

We have the following nonlinear stability Lemma for L∞-based energy estimate, which is
proved in Appendix A.1 of Part I [13].

Lemma 2.1. Suppose that fi(x, z, t) : R
2
++ × R

2
++ × [0, T ] → R, 1 ≤ i ≤ n, satisfies

(2.15) ∂tfi + vi(x, z) · ∇x,zfi = −aii(x, z, t)fi +Bi(x, z, t) +Ni(x, z, t) + ε̄i,

where vi(x, z, t) are some vector fields Lipschitz in x, z with vi|x1=0 = 0, vi|z1=0 = 0. For some
µi > 0, we define the energy

E(t) = max
1≤i≤n

(µi||fi||L∞).

Suppose that Bi, Ni and ε̄i satisfy the following estimate
(2.16)

µi(|Bi(x, z, t)|+ |Ni(x, z, t)|+ |ēi|) ≤
∑

j 6=i
(|aij(x, z, t)|E(t) + |aij,2(x, z, t)|E2(t) + |aij,3(x, z, t)|).

If there exists some E∗, ε0,M > 0 such that

(2.17)

aii(x, z, t)E∗ −
∑

j 6=i
(|aij |E∗ + |aij,2|E2

∗ + |aij,3(x, z, t)|) > ε0,

∑

j 6=i
(|aij |E∗ + |aij,2|E2

∗ + |aij,3(x, z, t)|) < M,

for all x, z and t ∈ [0, T ]. Then for E(0) < E∗, we have E(t) < E∗ for t ∈ [0, T ].

Lemma 2.2. There exists a nontrivial approximate steady state (ω̄, θ̄, c̄l, c̄ω) to (2.10), (2.11)
with ω̄, θ̄ ∈ C4,1 and residual errors F̄i, i = 1, 2, 3 (2.14) sufficiently small in some energy norm.

The construction of an approximate self-similar profile with a small residual error stated in
Lemma 2.2 is provided in Section 7 of Part I [13] and the properties of (ω̄, θ̄, c̄l, c̄ω) are described
in Section 2.4 of Part I [13]. We will estimate the local part of the residual error in Appendix
C.4. We linearize (2.10) around (ω̄, θ̄, c̄l, c̄ω) and perform energy estimate of the perturbation
W = (ω, θx, θy) in Section 5 in Part I [13]. In our estimates, we need to control a number of
nonlocal terms.
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Lemma 2.3. Let ω be odd in x1. Denote δ(f, x, z) = f(x) − f(z). There exists finite rank

approximations û, ∇̂u for u(ω),∇u(ω) with rank less than 50 such that we have the following
weighted L∞ and directional Hölder estimate for f = u, v, ∂lu, ∂lv, x, z ∈ R

++
2 , i = 1, 2, γi > 0

(2.18)

|ρf (f − f̂)(x)| ≤ Cf,∞(x, ϕ, ψ1, γ)max(||ωϕ||∞, sf max
j=1,2

γj [ωψ1]C1/2
xj

(R+
2 )
),

|δ(ψf (f − f̂), x, z)|
|x− z|1/2 ≤ Cf,i(x, z, ϕ, ψ1, γ)max(||ωϕ||∞, sf max

j=1,2
γj [ωψ1]C1/2

xj
(R+

2 )
),

with x3−i = z3−i, where sf = 0 for f = u, v, sf = 1 for f = ∂lu, ∂lv, the functions C(x), C(x, z)
depend on γ, the weights, and the approximations, the singular weights ϕ = ϕ1, ϕg,1, ϕelli, ψ∂u =
ψ1, ψu are defined in (A.2), the weight ρ10 for u and the weight for ρij for ∇u with i+ j = 2 are
given in (A.2). In the estimate of f = u, v, we do not need the Hölder semi-norm and sf = 0.
Moreover, C(x), C(x, z) are bounded in any compact domain of R++

2 . We have an additional
estimate for ρ4(u− û) similar to the above with ρ4 (A.2) singular along x1 = 0.

Furthermore, we have the following estimate using the localized norm. There exists D1, D2, ..Dn ⊂
R

++
2 and DS ∈ R

+
2 depending on x in the L∞ estimate and x, z in the C

1/2
xi estimate, such that

|ρf (f − f̂)(x)| ≤
∑

j

Cf,∞,j(x, ϕ, ψ1, γ)||ωϕ||L∞(Dj) + Cf,∞,S(x, ϕ, ψ1, γ)max
l=1,2

(γl[ωψ1]C1/2
xl

(DS)
),

|δ(ψf (f − f̂), x, z)|
|x− z|1/2 ≤

∑

j

Cf,i,j(x, z, ϕ, ψ1, γ)||ωϕ||L∞(Dj) + Cf,i,S(x, z, ϕ, ψ1, γ)max
l=1,2

(γl[ωψ1]C1/2
xj

(DS)
),

for x3−i = z3−i, ϕ = ϕelli and the same notation as above, where Cf,∞,S , Cf,i,S = 0 for f = u, v.
Similarly, we have an estimate for ρ4(u − û) using localized norm with Cf,∞,S = 0 similar to
the above.

Since the weights ρ10 ∼ |x|−3, ψ1 ∼ |x|−2, ψu are singular near x = 0, without subtracting

the approximation f̂ from f , ρff is not bounded near x = 0.
Based on these finite rank approximations, we can decompose the perturbations.

Lemma 2.4. There exists m < 50 approximate solutions F̂i to the linearized equations ∂tW =
LW of (2.10) around (ω̄, θ̄, c̄l, c̄ω) in Lemma 2.2 from given initial data F̄i(0) with residual error

R small in the energy norm. Further we can decompose the perturbation W =W1+Ŵ2 with the

following properties. (a) Ŵ2 is constructed based on F̂i, see Section 4.2.4 of Part I [13]; (b) W1

satisfies equations with the leading order linearized operator (L−K)W1 up to the small residual

error R for some finite rank operator K, and W1 depends on Ŵ2 weakly at the linear level via

R. The functionals ai(W1), anl,i(W ) in the construction of Ŵ2 and K (see Section 4.2.4 of Part
I [13]) are related to the finite rank approximations in Lemma 2.3.

Moreover, there exists an energy E4(t) for W1,W (see Section 5.6.3. of Part I [13]) that
controls the weighted L∞ and C1/2 seminorm of W1 such that under the bootstrap assumption
E4(t) < E∗0 with E∗0 > 0, we can establish nonlinear energy estimates for E4(t) using the
estimates in Lemma 2.3.

If the bounds in Lemma 2.3 are tight, and the residual error in the constructions of (ω̄, θ̄), F̂i
are small enough, we can use Lemma 2.1 to obtain nonlinear stability.

Lemma 2.5. For E∗ = 5 · 10−6, the coefficients in the nonlinear energy estimates of E4(t)
satisfy the conditions (2.17), and the statements in Theorem 3 hold true.

The main purpose of Part II of our paper is the following. Firstly, we obtain sharp estimates
of the constants in Lemma 2.3, which only depends on the weights. Secondly, we construct the
approximate F̂i(t) in Lemma 2.4 numerically, and estimate its piecewise derivatives and the local
residual error in Section 3. Thirdly, we estimate piecewise bounds of the approximate steady
steady in Appendix C, the singular weights in Appendix A, some explicit functions related to
the approximate solutions in Appendix D. We remark that all of these estimates and constants
depend on the given weights, some operators and functions, e.g. the approximate steady state
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and the specific initial conditions. With these estimates and constants, we obtain the concrete
values of the inequalities in (2.17) and Lemma 2.5, which are given in Appendix D in Part I [13].
We further verify the inequalities for the stability conditions in Lemma 2.5.

Let us comment the above lemmas. Firstly, our energy estimate is based on weighted L∞

functional spaces, which is crucial for extracting the damping terms for the energy estimate. See
Section 2.7 of Part I [13] for the motivations. Given ω ∈ C1/2, we have u ∈ C3/2,∇u ∈ C1/2.
To establish the nonlinear stability conditions (2.17) in Lemma 2.5, we need sharp constants in
the estimates in Lemma 2.3. We use some techniques from optimal transport to obtain sharp

C1/2 estimate of ∇u in Section 3 of Part I [13]. This corresponds to the limiting case in the C
1/2
xi

estimate in Lemma 2.3 for a fixed x with |x− z| → 0 and captures the most singular part in the
estimates in Lemma 2.3. The constants in the sharp C1/2 estimate established in Part I [13] are
given by several integrals. In Section 5 in the supplementary material II [11] (contained in this
paper), we estimate these integrals.

Other parts of the estimates in Lemma 2.3 are more regular since we work with the regular
part of the velocity integral with a desingularized kernel. Given ω ∈ C1/2, we can reduce the
estimates of these more regular terms to estimate some explicit L1 integrals. We can obtain
sharp estimates of these more regular integrals using some numerical quadrature with computer
assistance. See Section 4.

By designing K to approximate the nonlocal terms, we can obtain much better linear stability
estimates for L − K. After we have shown that the stability conditions (2.17) are satisfied, we
have nonlinear stability estimates E4(t) < E∗ for all t > 0 using Lemma 2.1, which implies the
bounds in Theorem 3. The remaining steps of obtaining finite time blowup from smooth initial

data and finite energy follows [14] and a rescaling argument. We remark that the variable Ŵ2

in Lemma 2.4 (see full definition in Section 4.2.4 of Part I [13]) plays an auxiliary role, and we

do not perform energy estimate on Ŵ2 directly.
Note that all the nonlocal terms in the linearized equations are not small. Without the sharp

C1/2 estimate, with the choice of energy E4, the stability conditions in (2.17) and Lemma 2.5
fail in the weighted Hölder estimate. Without the finite rank approximations for the nonlocal
terms in Lemma 2.3, 2.4, the stability conditions for weighted L∞ estimate also fail.

Rigorous numerics. The codes for the computations can be found in [9]. The codes are
implemented in MatLab with package INTLAB [51] for interval arithmetic. The estimates of
the constants in Lemma 2.3, integrals in Section 4, and the constructions and estimates of the
approximate space-time solutions in Lemma 2.4 and in Section 3 are performed in parallel using
the Caltech High Performance Computing1. Other computer-assisted estimates and main part of
the verifications are done in Mac Pro (Rack,2019) with 2.5GHz 28-core Intel Xeon W processor
and 768GB (6x128GB) of DDR4 ECC memory.

3. Constructing and estimating the approximate solution to the linearized
equations

As we described in Section 2 of Part I [13] (see also the Introduction), we need to construct
the approximate solutions to eLtF0 for several initial data F̄i, F̄χ,i. In this section, we discuss
how to construct these space-time solutions numerically with some vanishing properties at the
origin with rigorous error control.

The linearized equations associated with L read

(3.1)

∂tω = −(c̄lx+ ū) · ∇ω + η + c̄ωω − u · ∇ω̄ + cωω̄ = L1(ω, η, ξ),

∂tη = −(c̄lx+ ū) · ∇η + (2c̄ω − ūx)η − v̄xξ − ux · ∇θ̄ − u · ∇θ̄x + 2cω θ̄x = L2(ω, η, ξ),

∂tξ = −(c̄lx+ ū) · ∇ξ + (2c̄ω + ūx)ξ − ūyη − uy · ∇θ̄ − u · ∇θ̄y + 2cωθ̄y = L3(ω, η, ξ),

with normalization condition

(3.2) cω = ux(0), cl ≡ 0.

1See more details for Caltech HPC Resources https://www.hpc.caltech.edu/resources

https://www.hpc.caltech.edu/resources
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Although η, ξ represent θx, θy in the Boussinesq equations, we will consider initial data (ω0, η0, ξ0)
with ∂yη0 6= ∂xξ0. Thus, we do not have the relation ∂yη = ∂xξ and will treat η, ξ as two
independent variables. The solutions ω, η are odd, ξ is even with ξ(0, y) = 0. We consider initial
data (ω0, η0, ξ0) = O(|x|2) near x = 0. Using a direct calculation, we obtain that these vanishing
conditions are preserved

(3.3) ω(t, x), η(t, x), ξ(t, x) = O(|x|2).

We introduce the bilinear operator Bop,i((u,M), G) for (u,M), G = (G1, G2, G3)

(3.4)
Bop,1 = −u · ∇G1 +M11(0)G1, Bop,2 = −u · ∇G2 + 2M11(0)G2 −M11G2 −M21G3,

Bop,3 = −u · ∇G3 + 2M11(0)G3 −M12G2 −M22G3.

If M = ∇u,M11 = ux,M12 = uy,M21 = vx,M22 = vy , then we drop M to simplify the notation

(3.5)
Bop,1(u, G) = −u · ∇G1 + ux(0)G1, Bop,2 = −u · ∇G2 + 2ux(0)G2 − uxG2 − vxG3,

Bop,3 = −u · ∇G3 + 2ux(0)G3 − uyG2 − vyG3.

The main result in this section is the following. Given n initial data Ḡi = (Ḡ1,1, Ḡi,2, Ḡi,3)
and n functions ci(t), , i = 1, 2, .., n Lipschitz and bounded in t, we construct approximate space-

time solution Ŵi = (Ŵi,1, Ŵi,2, Ŵi,3), Ĝ and the approximate stream functions (φ̂Ni , φ̂
N ) and

the error ε̂1 associated with Ŵi,1, Ĝ1

(3.6)

Ĝ =
∑

i≤n

∫
ci(t−s)Ŵi(s)ds, φ̂N =

∑

i≤n

∫
ci(t−s)φ̂Ni (s)ds, ε̂ =

∑

i≤n

∫
ci(t−s)(Ŵi,1+∆φ̂Ni )(s)ds,

with residual error

(3.7) R =
∑

i≤n
ci(t)(Ŵi(0)− W̄i) +

∫ t

0

c(t− s)(∂t − L)Ŵi(s)ds,

vanishing O(|x|3) near x = 0. Moreover, we can decompose R as follows

(3.8)
Rj(t) = Rloc,0,j(t) + Ij −D2

j Ij(0)χj,2, Rloc,j =
∑

i≤n

∫ t

0

ci(t− s)Rnum,i,j(s)ds,

Rnum,i,j = O(|x|3), Ij = Bop,j(u(ε̄), Ĝ) + Bop,j(u(ε̂), (ω̄, θ̄x, θ̄y),

where χj2 is given in (D.5), and ε̄ = ω̄−(−∆)φ̄N is the error of the approximate stream function

for (−∆)−1ω̄, Rnum,j(t, x) depends on Ŵi, φ̂i in x locally. We have absorbed the initial error in

Rnum. We derive the above decompositions and estimates of Rloc,0,j , Ĝ, φ̂
N , ε̂, in Section 3.5-

3.7. See (3.34), (3.32). We combine the estimate of the nonlocal error in Ij and perturbation in
Section 5.8 in Part I [13]. Furthermore, we track the piecewise bounds of the following quantities

(3.9)

∫ ∞

0

|∂kx∂lyF (t)|dt, F = Ŵi,j , F = φ̂Ni , F = φ̂Ni − ∂xyφ
N
i (0)xy, F = Ŵi,1 +∆φNi ,

F = cjŴi,j − x∂xŴi,j + y∂yŴi,j −D2
jŴi,j(0)fχ,j , D

2 = (∂xy, ∂xy, ∂xx), c = (1, 1, 3),

for j = 1, 2, 3, i = 1, 2, .., n, where fχ,j is defined in (D.6). We track the C2 bound of Ŵi,j and

C4 bounds for others following (3.34), and use these bounds to control Ŵ2 in Lemma 2.4 and
use them in the nonlinear energy estimates in Section 5 in Part I [13].

In practice, we choose the initial data F̄i given in Appendix C.2.1 in Part I [13], and ci(t)

some functionals of the perturbation W1, Ŵ2 related to the finite rank perturbation.
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Numerical methods. We solve (3.1) using the numerical method outlined in Section 7 of Part
I [13] to obtain the solution (ωk, ηk, ξk) at discrete time tk. Since ξ is even with ξ(0, y) = 0, we
write ξ = xζ for an odd function ζ. We use the adaptive mesh discussed in Appendix C.1 to
discretize the spatial domain. Then we represent ω, η, ζ using the piecewise 6-th order B-spline
(C.5). See Appendix C.1. To solve the stream function −∆φ = ω numerically, we use the
B-spline based finite element method and obtain the numerical approximation φN for (−∆)−1ω.
Then we can construct the velocity uN = ∇⊥φN .

The gradients of several initial conditions F̄i are relatively large and the linearized equations
(3.1) involve ∇Ŵ . To obtain a better approximation of the solution, we represent ω, η, ζ using
a finer mesh Y ×Y with Y being smaller than the mesh y by a factor of three in Appendix C.1.
Since solving the Poisson equation is the main computational cost in each time step, we still
represent φN using the coarse mesh y × y and solve it from source term with grid points value
ω(yi, yj).

In the temporal variable, we use a third order Runge-Kutta method to update the PDE. To
reduce the round-off error near x = 0, where we require a very small error in solving the linear
PDE, we use a multi-level representation. We refer more details to Section 7 in Part I [13]. To
keep the residual error smooth near x = 0, we apply a weak numerical filter near x = 0 every
three steps. We do not add the semi-analytic part in constructing (ωk, ηk, ξk) for efficiency
consideration and that the far-field behavior of the solutions is changing over time.

After we obtain the numerical solution (ωk, ηk, ξk, φ
N
k,1) at discrete time, we will perform two

rank-one corrections and interpolate the solution in time using a cubic polynomial to obtain the
approximate space time solution Ŵ , and estimate residual error in the energy space a-posteriori .

3.1. A posteriori error estimates: decomposition of errors. Since we cannot solve the
Poisson equation exactly, we decompose the stream function φ̄, φ as follows

(3.10) φ̄ = (−∆)−1ω̄ = φ̄N + φ̄e, φ = (−∆)−1ω = φN + φe,

where φ̄N , φN constructed using finite element method are the numeric approximation of the
stream function, and the short hands N, e denote numeric, error, respectively. We use similar
notations below for other nonlocal terms since we cannot construct them exactly. We will
construct φ̄N , φN numerically and treat φ̄e, φe as error. The reader should not confuse φN with
the N -th power of φ. We will never use power of φ throughout the paper. Similarly, we denote
by uN ,ue the velocities corresponding to φN , φe. For example, we have

(3.11) uN = ∇⊥φN , ue = ∇⊥φe = ∇⊥(−∆)−1(ω − (−∆)φN ), cNω = uNx (0), ceω = uex(0).

The above decomposition leads to the following decomposition of the operator L

(3.12)

L1 = LN1 + Le1 + Lē1, L2 = LN2 + Le2 + Lē2, L3 = LN3 + Le3 + Lē3,
LN1 = η + c̄Nω ω − (c̄lx+ ūN ) · ∇ω + cNω ω̄ − uN · ∇ω̄,
Le1 = ceωω̄ − ue · ∇ω̄, Lē1 = c̄eωω − ūe · ∇ω,
LN2 = −(c̄lx+ ūN ) · ∇η + (2c̄Nω − ūNx )η − v̄Nx ξ − uNx · ∇θ̄ − uN · ∇θ̄x + 2cNω θ̄x,

Le2 = −uex · ∇θ̄ − ue · ∇θ̄x + 2ceωθ̄x, Lē2 = −ūe · ∇η + (2c̄eω − ūex)η − v̄exξ,

LN3 = −(c̄lx+ ūN ) · ∇ξ + (2c̄Nω − v̄Ny )ξ − ūNy η − uNy · ∇θ̄ − uN · ∇θ̄y + 2cNω θ̄y,

Le3 = −uey · ∇θ̄ − ue · ∇θ̄y + 2ceω θ̄y, Lē3 = −ūe · ∇ξ + (2c̄eω − v̄ey)ξ − ūeyη,

where Lei ,Lēi denote the errors from ψe, ψ̄e, respectively. These operators depend on ω, η, ξ, and
we drop the dependence in (3.12) to simplify the notations.

3.2. First correction and the construction of φN . According to the normalization condition
and (3.3), the solution to (3.1) satisfies ωx(0, t) = ηx(0, t) = 0. To obtain an approximate
solution with this condition, we make the first correction

(3.13) ωk → ωk − ωk,x(0, 0)χ11, ηk → ηk − ηk,x(0, 0)χ21,
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where χij are cutoff functions defined in (3.17) with χij = x+O(|x|4) near 0. We do not modify
ξk since ξk already vanishes quadratically near (0, 0). We remark that the first correction does
not change the second order derivatives of the solution near 0 and cω since

∂xyχ11(0) = ∂xyχ21(0) = 0, cω(χ11) = −∂xyφ1(0) = 0.

where φ1 is defined below

(3.14) φ1 = −xy
2

2
κ∗(x)κ∗(y),

where κ∗(x) is the cutoff function chosen in (D.5) in Appendix D.2 satisfying κ∗(x) = 1+O(|x|4)
near x = 0, and φ1 satisfies −∆φ1 = x + O(|x|4). For the numeric stream function φNk,1
constructed at the beginning of this Section 3, we correct it as follows

φNk,1 → φNk,1 + ∂x∆φ
N
k,1(0)φ1 , φNk .

Since ∂x∆φ1(0) = −1, this allows us to obtain

(3.15)
∂x(−∆)φNk (0) = −∂x∆φNk,1(0) + ∂x∆φ

N
k,1(0) = 0,

∆φNk = O(|x|2), ωk − (−∆)φNk = O(|x|2).

We further extend it to Lipschitz continuous solutions Ŵ , (ω̂(t), η̂(t), ξ̂(t)) in time using a
cubic polynomial interpolation in t. See section 3.4 for more details.

3.3. The second correction. The error

(∂t − Li)(ω̂(t), η̂(t), ξ̂(t))
may not vanish to the order O(|x|3), which is a property that we require in the energy estimate.
Then we add the second correction

ω̂(t) → ω̂(t) + a1(t)χ12, η̂ → η̂ + a2(t)χ22, ξ̂(t) → ξ̂(t) + a3(t)χ32

so that the error satisfies

(3.16) ε
(2)
i , (∂t − Li)(ω̂(t) + a1(t)χ12, η̂(t) + a2(t)χ22, ξ̂(t) + a3(t)χ32) = O(|x|3)

near x = 0. We use the following functions for these two corrections

(3.17)
χ11 = −∆φ1, φ1 = −xy

2

2
κ∗(x)κ∗(y), χ21 = xκ∗(x)κ∗(y),

χ12 = −∆φ2, φ2 = −xy
3

6
κ∗(x)κ∗(y), χ22 = xyκ∗(x)κ∗(y), χ32 =

x2

2
κ∗(x)κ∗(y),

where κ∗(x) is chosen in (D.5), χ·,1 is used for the first correction, and χ·,2 for the second
correction. We do not have χ31 since we do need the first correction for ξ (3.13). Since κ∗(x)
satisfies κ∗(x) = 1 + O(|x|4) near x = 0, the behaviors of the above functions near x = 0 are
given by

χ11 = y + l.o.t., χ21 = x+ l.o.t., χ12 = xy + l.o.t., χ22 = xy + l.o.t., χ32 = x2/2 + l.o.t.

We choose χ1j = −∆φj for the correction of ω so that its associated velocity ∇⊥(−∆)−1χ1j

can be obtained explicitly. We do not need such form for the correction of η, ξ since we do not
compute the velocity of η, ξ.

For cutoff functions χ1, χ2, χ3 with

(3.18) cω(χ1) = −∂xy(−∆)−1χ1 = 0,

e.g. χi = χi2 chosen above, we have the following formulas of Li(a1(t)χ1, a2(t)χ2, a3(t)χ3) (3.1)

L1(a1χ1, a2χ2, a3χ3) = a1(t)
(
− (c̄lx+ ū) · ∇χ1 + c̄ωχ1 − u(χ1) · ∇ω̄

)
+ a2(t)χ2,

L2(a1χ1, a2χ2, a3χ3) = a2(t)
(
− (c̄lx+ ū) · ∇χ2 + (2c̄ω − ūx)χ2

)
− a3(t)v̄xχ3 − a1(t)

(
u(χ1) · ∇θ̄

)
x
,

L3(a1χ1, a2χ2, a3χ3) = a3(t)
(
− (c̄lx+ ū) · ∇χ3 + (2c̄ω + ūx)χ3

)
− a2(t)ūyχ2 − a1(t)

(
u(χ1) · ∇θ̄

)
y
,
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where u(χ1) is the velocity associated with χ1. We want to apply the above formulas to the
second corrections χi2, i = 1, 2, 3 in (3.17). We use the Hadamard product

(3.19) (A ◦B)i = AiBi,

and (3.12) to simplify the notation as follows

(3.20)
Li(a ◦ χ) = Corij(x;χ)aj(t), Corij(x;χ) = CorNij (x;χ) + Corēij(x;χ),

LNi (a ◦ χ) , CorNij (x;χ)aj(t), Lēi (a ◦ χ) , Corēij(x;χ)aj(t).

Note that Lei (a ◦ χ) = 0 since we can obtain u(χ1) explicitly for χ1 = χ11, χ12 (3.17).
Next, we derive the equations for ai(t), i = 1, 2, 3. Using (3.1) and the condition

∂xyε
(2)
1 (0) = ∂xyε

(2)
2 (0) = ∂xxε

(2)
3 (0) = 0,

from (3.16), we obtain the following ODEs for a(t), b(t), c(t)

(3.21)

ȧ1(t) = (−2c̄l + c̄ω)a1(t) + a2(t)− F1(t),

ȧ2(t) = (−2c̄l + 2c̄ω − ūx(0))a2(t)− F2(t),

ȧ3(t) = (−2c̄l + 2c̄ω − ūx(0))a3(t)− F3(t),

where F (t) = (F1(t), F2(t), F3(t))
T is the error associated to the second order derivatives of

(∂t − L)Ŵ near 0. More precisely, we have
(3.22)

F1(t) = ∂xy(∂t − L1)Ŵ (0) =
d

dt
ω̂xy(t, 0)− (−2c̄l + c̄ω)ω̂xy(t, 0)− η̂xy(t, 0)− cω(t)ω̄xy(0),

F2(t) = ∂xy(∂t − L2)Ŵ (0) =
d

dt
η̂xy(t, 0)− (−2c̄l + 2c̄ω − ūx(0))η̂xy(t, 0)− cω(t)θ̄xxy(0),

F3(t) = ∂2x(∂t − L3)Ŵ (0) =
d

dt
ξ̂xx(t, 0)− (−2c̄l + 2c̄ω − ūx(0))ξ̂xx(t, 0)− cω(t)θ̄xxy(0).

Denote D2 = (∂xy, ∂xy, ∂
2
x)
T . Then we can simplify (3.22) as

(3.23) Fi = D2
i (∂t − Li)Ŵ (0) = D2

i (∂t − LNi − Lei − Lēi )Ŵ (0).

Denote by M the coefficients in (3.21)

(3.24) M =




−2c̄l + c̄ω 1 0
0 −2c̄l + 2c̄ω − ūx(0) 0
0 0 −2c̄l + 2c̄ω − ūx(0).


 ,MN +M ē,

where the last identity is based on the decomposition c̄ω = c̄Nω + c̄eω, ūx(0) = ūNx (0)+ ūex(0), and
M ē only contains the contribution from c̄eω, ū

ε̄
x(0). According to the normalization condition

(3.2), we have ūx(0)
e = c̄eω. It follows

(3.25) M ē = c̄eωI3.

We simplify the ODE for a = (a1, a2, a3)
T as

(3.26) ȧi(t) =Mijaj(t)− Fi(t), ȧ(t) =Ma− F =Ma− eiD
2
i (∂t − Li)Ŵ (0).

Recall χ·2 = (χ12, χ22, χ32) from (3.17). In the i − th equation, the overall error for the

approximate solution Ŵ + a(t) ◦ χ·2 is

(3.27)
(∂t − Li)(Ŵ + a(t) ◦ χ·2) = (∂t − LNi )(a(t) ◦ χ·2) +

(
(∂t − LNi )Ŵ

− Lei (Ŵ + a(t) ◦ χ·2)− Lēi (Ŵ + a(t) ◦ χ·2)
)
, J + I.

Note that in the above notation, ∂t acts on ai(t)χi,2. For J , using the ODE for a(t) (3.26),
(3.20), (3.23), and (3.24), we get

J = (Mijaj − Fi)χi2 − CorNij (x;χ·2)aj

= (MN
ij χi2 − CorNij (x;χ·2))aj +M ē

ijajχi2 −D2
i (∂t − LNi − Lei − Lēi )Ŵ (0)χi2 , J1 + J2 + J3,
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where we have summation over j = 1, 2, 3. Since Le(a(t) ◦χ·2) = 0, using the above decomposi-
tion and combining I, J2, J3 , we yield

(3.28)
I + J2 + J3 =

(
(∂t − LNi )Ŵ −D2

i (∂t − LNi )Ŵ (0)χi2

)
−
(
Lei Ŵ −D2

iLeiŴ (0)χi2

)

−
(
Lēi (Ŵ + a(t) ◦ χ·2)−D2

iLēi Ŵ (0)χi2 −M ē
ijajχi2

)
, Ii,N + Ii,e + Ii,ē.

Next, we check that J1, Ii,N , Ii,e, Ii,ē have a vanishing order O(|x|3). This is clear for Ii,N , Ii,e.
Since we correct the second order derivatives and ω̂, η̂, ζ̂ are odd with ξ̂ = xζ̂, we get ∂ix∂

j
yIi,N ,

∂ix∂
j
yIi,e = 0, i + j ≤ 2 at the origin. For J1, we note that it is a linear combination of aj

with given coefficients MN
ij − CorNij . Its cubic vanishing order follows from the definition. For

example, when i = j = 1, we have

S = a1(t) · (Corē11(x)−M ē
11χ12) = a1(t)

(
− ūe · ∇χ12 + c̄eωχ12 − c̄eωχ12

)
= a1(t)

(
− ūe · ∇χ12

)
.

Since χ12 = xy+O(|x|4) (3.17), ūe = ūex(0)x+O(|x|2), v̄e = −ūex(0)y near 0, we have S = O(|x|3)
near 0. The vanishing order of other terms in J1 can be obtained similarly. Then for J1, we
estimate the weighted norm for Corēij(x) −M ē

ijχi2 and then apply the triangle inequality to
further bound J1. Similarly, for a fixed i, we have the following vanishing order

Lēi (a(t) ◦ χ·2)−M ē
ijajχi2 = Corēijaj(t)−M ē

ijajχi2 = O(|x|3), D2
iLēi (a(t) ◦ χ·2)(0) =M ē

ijaj .

Thus, we can rewrite Ii,ē as follows

(3.29) Ii,ē = −
(
Lēi (Ŵ + a(t) ◦ χ·2)−D2

iLēi (Ŵ + a(t) ◦ χ·2)(0)χi2
)
,

which clearly has a cubic vanishing order. Note that Ŵ + a(t) ◦ χ·2 is our final approximate
solution for solving (3.1).

In summary, to estimate the error (∂t − L)(Ŵ + a ◦ χ·2), we will estimate J1, Ii,N , Ii,e, Ii,ē
separately. The term Ii,N is the local error of solving (3.1) numerically, Ii,e, Ii,ē are due to the
error of solving the Poisson equations for ω and ω̂. Since we use a cubic polynomial interpolation
to obtain the continuous function Ŵ (t), the errors Ii,N , Ii,e are piecewise cubic polynomials in
time, and we track the coefficients of these polynomials to verify that they are small. We discuss
the estimate of nonlocal error in Section 3.7.

3.4. Cubic interpolation in time. Given the numerical solution with the first correction

Ŵn = (ω̂n, η̂n, ξ̂n), we use a piecewise cubic interpolation to construct Ŵ (t, x) over (t, x) ∈
[0, T ]×R

+
2 . We partition the whole time interval [0, T ] into small subintervals [3mk, 3(m+1)k]

with length 3k. For s ∈ [−3k/2, 3k/2] and tm = 3mk, we construct

W (s+ tm +
3k

2
) =

1

16
(−W0 + 9W1 + 9W2 −W3) +

1

24
(W0 − 27W1 + 27W2 −W3)

s

k

+
1

4
(W0 −W1 −W2 +W3)(

s

k
)2 +

1

6
(−W0 + 3W1 − 3W2 +W3)(

s

k
)3

,
∑

i≤3

Ci · V
1

i!
(
s

k
)i, V = (W0,W1,W2,W3),

where k is the time step, Wi = Ŵn+i for tn = nk, and Ci ∈ R
4 is the coefficient determined by

the interpolation formula. A direct calculation yields

∂tŴ − LŴ =
∑

1≤i≤3

Ci · V
k

1

(i − 1)!
(
s

k
)i−1 −

∑

i≤3

L(Ci · V )
1

i!
(
s

k
)i

=
∑

i≤2

(Ci+1 · V
k

− L(Ci · V )
) 1

i!
(
s

k
)i − L(C4 · V )

s3

6k3
.

To estimate ∂tŴ−LŴ , we will use the triangle inequality and estimate Ci+1·V
k −L(Ci ·V ),L(C4 ·

W ) rigorously using the methods in Section 3.6, 3.7.
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Applying the triangle inequality and integrating the error over s ∈ [− 3k
2 ,

3k
2 ] yield

(3.30)

∫

|s|≤3k/2

|∂tW − LW |ds ≤
∑

i≤2

∣∣∣Ci+1 · V
k

− L(Ci · V )
∣∣∣
∫

|s|≤3k/2

1

i!
| s
k
|i

+ |L(C4 · V )|
∫

|s|≤ 3k
2

1

6
| s
k
|3 = k

(∑

i≤2

∣∣∣Ci+1 · V
k

− L(Ci · V )
∣∣∣CI(i) + |L(C4 · V )|CI(3)

)
,

where

CI = [3,
9

4
,
9

8
,
27

64
].

3.4.1. Decomposing the time interval for parallel computing. To verify that the posteriori error
is small, we need to estimate the error rigorously at each time step, which takes a significant
amount of time. Consider a partition of the time interval 0 = T0 < T1 < .. < Tn = T , where
T is the final time of the computation. To reduce the computational time, we first solve the
equations on [0, T ] without any rigorously verification and save the solution (ωk, ηk, ξk, φ

N
k,1) at

tk = Ti. Since we do not need to perform verification at this step, the running time for each time
step is short. Then we solve the equations on a smaller time interval [Ti, Ti+1], i = 0, 1, 2..., n−1
from the initial data W (Ti) and then perform the verification in each time interval in parallel.

3.5. Compactly supported in time. To construct an approximate solution, we do not need
to solve the linearized equations (3.1) for all time. In fact, since the solution decays in certain

norm as t increases, we stop the computation at time T if Ŵ −D2Ŵ ◦ χ is small in the energy
norm. Then we extend Ŵ (t, ·) trivially for t > T

Ŵ (t, ·) = 0, t > T.

As a result, the error satisfies

Ri = (∂t − Li)Ŵ = (∂t − Li)Ŵ1t≤T − δT Ŵi(T ).

Let F = (F1, F2, F3), Fi = D2
i (∂t − Li)Ŵ

∣∣∣
x=0

for t ≤ T , where D2 = (Dxy, Dxy, D
2
x). Then

similarly, we get

Fext , D2(∂t − L)Ŵ |x=0 · 1t≤T −D2Ŵ (T, 0)δT = F (t)1t≤T − F (T )δT .

We will test the above formulas with some Lipschitz function in time and the above formulas
are well defined. Recall that the coefficients of the second correction a satisfy (3.26). Although

Ŵ only has finite support in time, to achieve the vanishing order (3.16) for all time, we need to
solve the ODE exactly for all time. If we stop solving the ODE at time T , we cannot achieve
(3.16) at time T . Moreover, we cannot solve the ODE using a numerical method, e.g. the Runge-
Kutta method, since it leads to an error. Instead, we solve the ODE exactly by diagonalizing
the system. We introduce the following notations

λ1 = −2c̄l + c̄ω, λ2 = λ3 = −2c̄l + 2c̄ω − ūx(0),

ã1 = a1 +
a2

λ1 − λ2
, F̃1 = F1 +

F2

λ1 − λ2
, ãi = ai, F̃i = Fi, i = 2, 3,

and similar notations for F̃ext. The coefficients satisfy λ1 ≈ −7, λ2 = λ3 ≈ −5.5. We diagonalize
(3.21) as follows

d

dt
ãi = λiãi − F̃ext,i.

Using Duhamel’s formula and the definition of F̃ext,i, we yield

(3.31)

ãj(t) = eλjtãj(0)−
∫ t

0

eλj(t−s)F̃ext,j(s)ds

= eλjtãj(0)−
∫ t∧T

0

eλj(t−s)F̃j(s)ds+ F̃ (T )eλj(t−T )1t≥T , S1 + S2 + S3.
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With the second correction, the above extension and the decomposition of error (3.27)-(3.28),
the residual error for rank-one perturbation (3.7) with n = 1 is given by

(3.32)

R = c(t)(Ŵ0 + a0 ◦ χ·2 − W̄0) +

∫ t

0

c(t− s)(∂t − L)(Ŵ + a ◦ χ·2)ds = Rloc +Rnloc

Rloc,0,· = c(t)(Ŵ0 + a0 ◦ χ·2 − W̄0)− (Ŵ (T )−D2Ŵ (T ) ◦ χ·2)c(t− T )

+

∫ t∧T

0

c(t− s)
∑

i≤3

eiIi,N (s))ds+

∫ t

0

c(t− s)
∑

i≤3

eiJ1,i(s))ds =

∫ t

0

c(t− s)Rnum(s)ds,

Rnloc =

∫ t∧T

0

c(t− s)
∑

1≤i≤3

eiIi,e(s)ds +

∫ t

0

c(t− s)
∑

i≤3

eiIi,ē(s)ds,

where Ii,N , Ii,e, Ii,ē are given in (3.28), J1,i means J1 (3.28) in i-th equation, and Rnum is
(3.33)

Rnum(s) , δ0 · (Ŵ0 + a0 ◦ χ·2 − W̄0)− δT · (Ŵ (T )−D2Ŵ (T ) ◦ χ·2) + ej(1t≤T Ij,N + J1,j).

We obtain the local part in (3.8) when n = 1. The first term is the initial interpolation error

for W̄0, and we choose a0 ∈ R
3 to achieve vanishing order Ŵ0 + a0 ◦ χ − W̄0 = O(|x|3). We

use Rloc,0,·,Rnloc to denote the error that depends on the solution locally and nonlocally. We
use the bootstrap assumption to obtain uniform control of c(t) in t. See Section 5.7 in Part
I [13]. The error estimate of the local part Rloc,0,· follows Section 3.6. Moreover, we extract the
essentially local part from Rnloc and can estimate it with Rloc,0,j together (3.35). We decompose
the nonlocal part Rnloc in Section 3.7. To control the terms involving ai, e.g. J1,i above (3.28),
we can estimate the weighted norm of the functions CorNij (x) −MN

ij χi2 and then only need to
estimate the integral of ãj .

Denote x ∧ y , min(x, y). Since the factor λj < 0, using the formula of ãj (3.31), we obtain
∫ ∞

0

|S1|dt =
1

|λj |
|ãj(0)|,

∫ ∞

0

|S3(t)|dt =
∫ ∞

T

|F̃j(T )|eλj(t−T )dt =
1

|λj |
|F̃j(T )|,

∫ ∞

0

|S2(t)|dt ≤
∫ ∞

0

(

∫ t∧T

0

eλj(t−s)|F̃j(s)|ds)dt =
∫ T

0

|F̃j(s)|(
∫ ∞

s

eλj(t−s)dt)ds =
1

|λj |

∫ T

0

|F̃j(s)|.

It follows ∫ ∞

0

|ãj(t)|dt ≤
1

|λj |
(
|ãj(0)|+

∫ T

0

|F̃j(s)|ds + |F̃j(T )|
)
.

Since Ŵ , F̂ , F̃ (3.22) are cubic in time, we can estimate the above integrals of F̃j following
(3.30). Using the linear relation between aj, ãj , we can estimate aj .

Using the above estimates, we can represent the rank-one solution and estimate it as follows

(3.34)

Ĝ(t, x) =

∫ t

0

c(t− s)(Ŵ + a ◦ χl2)(s)ds,

|∂ix∂jyGl(t, x)| ≤ sup
t>0

|c(t)|
( ∫ T

0

|∂ix∂jyŴl(t)|dt+ |∂ix∂jyχj2|
∫ ∞

0

|aj(t)|dt
)
.

Similarly, we can bound other quantities for Ĝ and complete the estimates in (3.6).
We generalize the above formula and estimate directly to the finite rank perturbation operator

using linearity. For different initial data W̄0 related to the finite rank perturbation, we choose a

different stopping time T (Ŵ0) to save computation cost. In practice, we construct the numerical

solution up to time T (Ŵ0) ≤ T = 12. At that time, the solution Ŵ (T ) is very small, which can
be treated as a small perturbation. See figures in Section 4.3 in Part I [13].

Remark 3.1. Using linearity and the triangle inequality, we can assemble the estimates for R
(3.7) from the estimates of each mode Ŵi in (3.6), (3.7). In practice, this means that we can
implement the above estimate for each individual mode completely in parallel.
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Finite support of the cω(Ŵ2) term. In Section 5 of Part I [13], we need to use cω(f), where
cω(f) = ux(f)(0) = −∂xy(−∆)−1f(0). Since we choose the cutoff function χ12 for the second
correction of ω̂ with properties (3.17), (3.18), we get

cω(Ŵ1 + a1(t)χ12) = cω(Ŵ1),

and it is supported in [0, T ].

3.6. Ideas of estimating the norm of the error. In this section, we discuss how to estimate
the error derived in the previous section, e.g. Ii,N (3.28), a-posteriori. The general idea is to
first evaluate f on some grid points and estimate the higher order derivatives of f in a domain

D. Then we can construct an approximation f̂ of f by interpolating the values of f at different

points. The approximation error f − f̂ can be bounded by Ck||f ||Ckhk, where h measures the
size of the domain. If the mesh h is sufficiently small, the error term is small. See a simple
second order error estimate in (C.11).

To develop an efficient method for rigorous estimates, we have the following considerations.
Firstly, we should evaluate as a small number of points as possible so that the method is efficient.
Secondly, most functions f in the verification are complicated, e.g. Ii,N (3.28), and it is difficult
to obtain the sharp bound of the higher derivatives. Instead, we first estimate the piecewise
derivatives of some simple functions, e.g. piecewise polynomials (ω̂, η̂) or semi-analytic solutions
following Appendix C, D. Then we use the triangle inequality and the Leibniz rule to estimate
the products of these simple functions, and their linear combinations. Yet, in general, this
approach overestimates the derivatives significantly. To compensate the overestimates, we use
higher order interpolations and estimates with error bounds Chk, k = 3, 4, 5, which provide
the small factor hk. We develop three estimates based on different interpolations: the Newton
interpolation, the Lagrangian interpolation, and the Hermite interpolation in Section 8 in the
supplementary material II [11] (contained in this paper). The 1D interpolating polynomials are
standard, and we generalize them to construct 2D interpolating polynomials.

We want to estimate the constant C in the error bound Chk as sharp as possible to reduce
the computational cost and improve the efficiency. In fact, when k = 4, if we can obtain an
interpolation method and reduce the constant C to C

16 , to achieve the same level of error, we
can increase h to 2h. In this verification step, since the domain is 2D, it means that we can
evaluate only 1

4 of the grid point values of f , which can reduce the computational cost by 75%.
Using the above method, we can obtain a sharp estimate of the derivatives of f . Using the

method in Section 8 in the supplementary material II [11] and Taylor expansion, we can further
estimate the weighted norm of f with a singular weight near 0. We discuss the estimate of the
nonlocal error in Section 3.7. Using these L∞ estimates of f and its derivatives, we can further
develop Hölder estimate for f . See Section E.1. We remark that the numerical solutions are
regular, e.g. the approximate steady state and the solutions to the linearized equations are C4,1.
We use these methods to estimate piecewise L∞(ϕevo,i) norm of the local residual error Rnum,i

(3.33) and the C
1/2
xi partial Hölder seminorm of Rnum,iψi, where ϕevo,i, ψi are defined in (A.3).

We remark that the weights ϕevo,i and ϕi, i = 2, 3 in the L∞ energy estimate (see Section
5 in [13]) for η, ξ are similar but with different coefficient p5,·, p6,·. Since ϕi and ϕevo,i are
equivalent, we can obtain piecewise weighted L∞(ϕi) estimate of the error by estimating the
ratio ϕi/ϕevo,i. Similarly, we can obtain weighted L∞(ϕg,i) estimate of the error, where ϕg,i is
another weight in the energy estimate in Section 5 in [13].

Estimate the local part of the residual error. Using the above methods, we can estimate
the local part of the residual error F̄i for the approximate steady state and discuss the estimate
in Appendix C.4. We further extract the local part of Rnloc (3.32), which has the form (3.8)
obtained in Section 3.7, and combine it with Rloc,0,j to get the essentially local residual error

(3.35)
Rloc,i = Rloc,0,i +Rdif,i +M, Rdif,i , D2

iBop,i(u(ε̄), Ĝ)(0) · (χi2 − fχ,i),

M , Bop,i(u(ε̂), W̄ )−D2
iBop,i(u(ε̂), W̄ )(0)χi2 − Bop,i(uA(ε̂1), (∇u)A(ε̂1), W̄ ).
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where χi2 is defined in (D.6). By definition (3.36) and following derivation of (3.23), we get

D2
iBop,i(u(ε̄), Ĝ)(0) = ux(ε̄)(0)Vi, V = (Ĝ1,xy(0), Ĝ2,xy(0), Ĝ3,xx(0)).

To estimate each term, we follow Section 3.6 and Appendix C.4. The term Ii,N in Rloc,0,i

(3.28),(3.32) is similar to IINi , and M has the same form as IIi(ε̄1) + IIi(ε̄2) in Appendix C.4

M = IIi(ε̂1) + IIi(ε̂2), IIi(ε̄1) = Bop,i(û(ε̂1), ∇̂u(ε̂1), W̄ ), IIi(ε̂2) = Bop,i(u(ε̂2),∇u(ε̂2), W̄ ).

Here, we perform the decomposition (C.17) with (ε̄, χε̄) replacing by (ε̂, χε̂), where χê is defined
in (D.6). Then the estimate of Rloc,j is similar to that in Appendix C.4. See Section 5.8 in [13]
for more discussion of the above forms.

Error for the initial data and at stopping time. The error Ŵ (T ) −D2Ŵ (t) ◦ χ·2 at the
stopping time has compact support and its estimate follows the methods in Section 3.6. To

bound the initial interpolation error errin , Ŵ0 + a0 ◦ χ·2 − W̄0 (3.32) in a large domain, we
follow similar methods. The error involves ω̄, θ̄ which are supported globally. To bound errin in
the middle and far-field, since Ŵ0 + a0 ◦ χi,2 = 0, combining all the initial data from the finite
rank perturbation (see Section C.2.1 of Part I [13]), we need to estimate

I1 = cω(ω1)ω̄ − û(ω1) · ∇ω̄, I2 = 2cω(ω1)θ̄x − û · ∇θ̄x − ûx · ∇θ̄,
I3 = 2cω(ω1)θ̄y − û · ∇θ̄y − ûy · ∇θ̄,

for large |x|. The approximation terms near 0 defined in Section 4.2.1 of Part I [13] are supported
near 0 and decay to zero as |x| → ∞. In the far-field, û(ω1) is only a rank-one term. We estimate
the above terms using (C.20), (C.21) with a = cω(ω1) and the estimates in Section C.4.

3.7. Posteriori error estimates of the velocity. In this section, we show that the nonlocal
error in (3.32) has the desired forms in (3.8). Then we combine the estimate of such terms with
the nonlinear energy estimate in Section 5.8 in [13]. Using (3.5) and the definition of Lε̄,Le
(3.12), we have

(3.36) Lε̄j(G) = Bop,j(u(ε̄), G), Lεj(G) = Bop,j(u(ε̂), G).

Given ci(t) Lipschitz in t and W̄i(0), i = 1, 2.., n, we construct Ŵi(t) following previous
sections and G using (3.6). Using the derivations in (3.32), (3.28), (3.29) and the above relation,
the contribution from the error type Ij,ē term to the error (3.7) in the jth equation is the following

Rē
j ,Rē

j0 −D2
jRē

j0(0)χj2, Rē
j0 ,

∑

i≤n

∫ t

0

ci(s)Bop,j(u(ε̄), Ŵi(t− s))dt.

Since Bop,j is bilinear and ci(t) is spatial-independent and Lipschitz in t, we get

Rē
j0 = Bop,j(u(ε̄),

(∑

i≤n

∫ t

0

ci(t− s)Ŵi(s)ds
)
= Bop,j(u(ε̄), Ĝ(t)).

Denote by Ĝ(l), Ŵ
(l)
j the approximate solution with extension in t in Section 3.4, and the first

correction l = 1 in Section 3.2 or two corrections l = 2 in Section 3.2, 3.3. In particular, the full

solution is given by Ĝ(2) = Ĝ, Ŵi = Ŵ
(2)
i . Let φ̂

(l)
i be the stream function associated with Ŵ

(1)
i

constructed numerically with the first correction for l = 1 and both corrections for l = 2. We

construct the stream function φ̂N,(l) associated with Ĝ(l) and error ε̂ as follows

φ̂N,(l) ,
∑

i≤n

∫ t

0

ci(s)φ̂
(l)
i (t− s)ds, ε̂ = Ŵ (1) +∆φ̂N,(1) =

∑

i≤n

∫ t

0

ci(s)(Ŵ
(1)
i +∆φ̂

(l)
i )(t− s)ds.

Since we can obtain u(a(t)χ12) exactly for the second correction (see Section 3.3), we have

ε̂(t) = Ŵ (1) − (−∆)φ̂N,(1) = Ŵ (2) − (−∆)φ̂N,(2).
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In practice, we estimate ε̂ using the first identity since it does not involve ai(t) and the

integrand Ŵ 1
i +∆φ

(l)
i is piecewise cubic in time. We decompose ε̂ as follows

(3.37) ε̂2 = ε̂xy(0)∆(
x3y

2
χε̂), ε̂ = (ε̂− ε̂2) + ε̂2 , ε̂1 + ε̂2.

where χε̂ is defined in (D.6). Since ε̂ only vanishes O(|x|2) near 0, we perform the above
decomposition so that ε̂1 = O(|x|3) near 0. See Appendix C.4 and Section 5.8 in [13] for

motivations of (3.37). We estimate ε̂1, ε̂xy(0), φ̂
N following (3.34). We establish (3.6).

Similarly, using linearity, we can rewrite the residual error in (3.32) from Ij,e term in (3.28)
related to Lei (3.12) as follows and establish (3.8)

Re
j , Re

j0 −D2
jRe

j0(0)χj2, Re
j0 =

∑

i≤n

∫ t

0

ci(t− s)Bop,j(u(Ŵi +∆φNi )(s), W̄ )ds = Bop,j(ε̂(t), W̄ ).

4. Estimate the norm of the velocity in the regular case

In this section, we derive the constants in the upper bound in Lemma 2.3. We have con-

structed the finite rank approximation f̂ for f in Lemma 2.3 in Section 4.3 in Part I [13].
The estimate of the most singular part, e.g. ux,a,b(ωψ), in the C1/2 estimate in Lemma 2.3
can be obtained using the sharp Hölder estimates in Section 3 of Part I [13], where ux,a,b is
defined via a localized kernel. In this section, we estimate other terms in Lemma 2.3, e.g.
I = ψux(ω)−ux,a,b(ωψ)−ψûx(ω), involving the velocity with desingularized kernels, which are
more regular.

In Section 4.1, we outline the strategies in the estimate and decompose the integrals from
the nonlocal terms into several parts based on their regularities. In Section 4.2, we perform the
L∞ estimates in Lemma 2.3 and derive the constants. In Section 4.3, we perform the Hölder
estimate of different parts. In Section 4.6, we combine the Hölder estimate of different parts,
which provide the constants in Lemma 2.3. In particular, we reduce the L∞ estimates and the
C1/2 estimates in Lemma 2.3 to bounding some explicit L1 integrals depending on the weights,
which can be estimated by a numerical quadrature with rigorously error control. We estimate
these integrals with computer assistance. See discussions in Section 2.2.

We will apply the second estimates in Lemma 2.3 for the nonlocal error, e.g. u(ε̄) and ε̄ is the
error of solving the Poisson equations. Since we can estimate piecewise bounds of ε̄ following
Section 3.6, instead of using global norm, we improve the estimate using the localized norms,
which are much smaller than the global norm. See Section 4.7.

The kernels associated with u,∇u are given by

(4.1)
K1 ,

y1y2
|y|4 , K2 ,

1

2

y21 − y22
|y|4 , Ku ,

y2
2|y|2 , Kv , − y1

2|y|2 ,

Kux = −K1, Kuy = Kvx = K2.

Here, we have dropped the constant 1
π , e.g. ux(ω) = −∂xy(−∆)−1 = 1

πKux ∗ ω. One needs to

multiply 1
π back to obtain the final estimate.

Difficulties in the computations. In addition to the difficulties discussed in Section 5.1 of
Part I [13], e.g. singularities caused by the weights and kernels, the singular integral introduces
several technical difficulties in our estimates. To address these difficulties, we need to consider
different scenarios and decompose the domain of the integrals carefully in our computer assisted
estimates. Given ωϕ ∈ L∞, the velocity u and the commutator ψ · (∇u)(ω) − (∇u)(ωψ) are
only log-Lipschitz. The logarithm singularity introduces several difficulties. For example, if u
is Lipschitz, a natural approach to estimate its Hölder norm in terms of ||ωϕ||∞ is to estimate
the piecewise bound of u and ∂u, which are local in u, and then use the method in Section E.1.
However, since u is only log-Lipschitz, we need to perform a decomposition of u into the regular
part and the singular part carefully. For different parts, we will apply different estimates. See
Section 4.1.11 for the ideas. For ∇u, the estimates are more involved since it is more singular.

4.1. Several strategies. We outline several strategies to estimate the nonlocal terms.
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4.1.1. Integral with approximation. In our computation of uA = u − û,∇uA = ∇u − ∇̂uA,
where the approximation terms are defined in Section 4.3 of Part I [13], the rescaling argument
still applies. We consider one approximation term c(x)

∫
1y/∈SK(xa, y)ω(y)dy for

∫
K(x, y)ω(y)

to illustrate the ideas, where S is the singular region associated with xa. Suppose that K is
−d-homogeneous. We want to estimate

I = ρ(x)

∫

R2

(K(x, y)− c(x)K(xa, y)1y/∈S)W (y)dy,

where W is the odd extension of ω from R
2
+ to R

2 (see (4.23)). Denote

(4.2) fλ(x) , f(λx).

We choose λ ≍ |x| and denote x = λx̂, y = λŷ, xa = λx̂a. Since K(λz) = λ−dK(z), we have

(4.3)

I = ρλ(x̂)

∫

R2

(
K(λx̂, λŷ)− c(λx̂)1λŷ /∈SK(λx̂a, λŷ)

)
W (λŷ)λ2dŷ

= λ2−dρλ(x̂)

∫

R2

(
K(x̂, ŷ)− c(λx̂)1ŷ /∈S/λK(x̂a, ŷ)

)
Wλ(ŷ)dŷ.

The singular region becomes S/λ and close to xa/λ = x̂a. For example, if S = {y : maxi |yi −
xa,i| ≤ a}, we have S/λ = {y : maxi |yi−x̂a,i| ≤ a/λ}. For the above integral, we will symmetrize
the kernel and then estimate it using the norms ||Wϕ||∞ and [ωψ]

C
1/2
xi

, i = 1, 2.

The bulk and approximation. To take advantage of the scaling symmetry and overcome
the singularity, in our computation for x away from the origin and not too large, we choose
several dyadic rescaling parameters λ = 2i, i ∈ I, e.g. I = {−4,−3, .., 10}. Then for any x with
max(x1, x2) ∈ [2ixc, 2

i+1xc], we can choose λ = 2i so that the rescaled x̂ = x
λ satisfies

(4.4) x̂ ∈
{
[xc, 2xc]× [0, 2xc] , Ω1, if x2 ≤ x1,

[0, xc]× [xc, 2xc] , Ω2, if x2 > x1.

We also choose xi ((xi, 0) is singularity) and the size of the singular region ti for the approxima-
tion term defined in Section 4.3.2 of Part I [13] such that xi/λ is on the grid point of the mesh
and the boundary of the singular region {y : |xi − y1| ∨ |y2| ≥ ti/λ}, which aligns with one of
the edges of a mesh cell. For example, this can be done by choosing the following y mesh in the
near-field to discretize the y-integral, xi, and ti

y1,i = ih, y2,i = ih, xi = 2nih, ti = 2mih.

Then when we discretize the rescaled integral in y, e.g. (4.3), the singular region is the union of
several mesh cells. For large y, it is away from the singularity x̂. Then we can use an adaptive
mesh in y1, y2 to discretize the integral.

We remark that in (4.3), if xa 6= 0 and xa/λ is too large or too small, since c(x) is supported

near xa, c(λx̂) will be 0. This means that when we compute uA(x), ∇̂uA, if the coefficient of
an approximation term with center xi and parameter ti is nonzero, e.g., c(x) 6= 0, then λ is
comparable to xi when we rescale the integral by λ. Thus x̂i = xi/λ is on the grid. We also
choose ti such that ti/λ is a multiple of mesh size h for λ comparable to xi.

Remark 4.1. Using the scaling symmetry and rescaling the integral by dyadic scales, we can
compute the integral for x ∈ [0, D]2\[0, d]2 with roughly O(log(D/d)) computational cost.

The near-field and the far-field. Recall the notations from Section 4.3 in Part I [13]

(4.5)

Cu0 = x, Cv0 = −y, Cux0 = 1, Cuy0 = Cvx0 = 0,

Cux = −(x2 − y2), Cvx = 2xy, Cuy = 2xy, Cu = −(
1

3
x3 − xy2), Cv = x2y − 1

3
y3,

Kux0 = −4y1y2
|y|4 , K00 =

24y1y2(y
2
1 − y22)

|y|8 , K00(ω) ,
1

π

∫

R
2
++

K00(y)ω(y)dy.
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If x is sufficiently small, i.e. max(x1, x2) < mini∈I 2ixc, we choose λ = max(x1, x2)/xc so

that the rescaled x̂ = x
λ is on the line x1 = xc or x2 = xc. Assuming ϕ(x) ≥ |x|−β1 |x|−β2

1 ,
ρ ∼ |x|−α near x = 0, and K is −d-homogeneous, then we get

(4.6)

|ρ(x)
∫

R
++
2

K(x, y)ω(y)dy| ≤ ||ωλϕλ||L∞ρλ(x̂)

∫

R
++
2

|K(x̂, ŷ)|ϕλ(ŷ)−1λ2−ddŷ

≤ ||ωλϕλ||L∞λβ1+β2+2−dρλ(x̂)

∫

R
++
2

|K(x̂, ŷ)||ŷ|β1 ŷβ2

1 dŷ.

As x → 0, λ → 0. The factor λβ1+β2+2−d absorbs the large factor λ−α in ρλ(x̂). In our
estimate of uA,∇uA, we have β1 + β2 = 2.9 for ϕ1, ϕg,1, 2.5 for ϕelli (A.2), (α, d) = (2, 2) for
(ψ1,∇uA) (A.1), (α, d) = (3, 1) for (ρ10,uA) (A.2). We have β1 + β2 + 2− d− 2 > 0.

In general, the above integral may not be integrable due to the growing weight |y|β1yβ2

1 . For
uA,∇uA with small x, it takes the form (see Section 4.3 of Part I [13])

(4.7) f(x)− Cf0(x)ux(0)− Cf (x)K00 =

∫

R
2
++

(Ksym
f + Cf0(x)

4

π

y1y2
|y|4 − Cf (x)K00(y))ω(y)dy,

where Cf0, Cf and K00 are defined in (4.5), and f = u, v, ux, vx, uy, vy. In particular, the
associated kernel has a much faster decay rate |y|−6, which will be shown in Appendix B.1.1.
Thus, the integral is integrable.

Since λ = max(x1, x2)/xc is very small, ρλ(x̂) can be well approximated by the most singular
power cλ−α|x|−α for some c > 0, which can be estimated effectively after factorizing out λ−α.

Similarly, if x is sufficiently large, i.e. max(x1, x2) > maxi∈I 2i+1xc, we choose λ = max(x1,x2)
xc

so that the rescaled x̂ = x/λ is on the line x1 = xc or x2 = xc. Since λ is sufficiently large, we
can estimate the weight ρλ, ϕλ based on their asymptotic behavior.

Integral near 0. We have an approximation I = −Cf0(x)Kux0(y) − C2(x)K00(y) (4.5) for
Ksym
f0 (x, y) with some smooth coefficients C2 (C2 may not be Cf ). The term Cf0(x)Kux0(y)

and Kf are both −d homogeneous, d = 1 or 2. Since Kux0,K00 are singular near 0, after rescale
the integral following (4.3), we decompose the symmetrized integral for y near 0 as follows
(4.8)

II =

∫

R
++
2

(
Ksym
f (x̂, ŷ)λ2−d − λ2−dCf (x̂)Kux0(ŷ)− C2(λx̂)K00(ŷ)λ

−2
)
ω(λŷ)dŷ

= λ2−d
(∫

R
++
2

(
Ksym
f (x̂, ŷ)− Cf (x̂)1|ŷ|∞≥k01hKux0(ŷ)− λ−4+dC2(λx̂)1|ŷ|∞≥k02hK00(ŷ)

)
ω(λŷ)dŷ

−
∫

R
++
2

(
Cf (x̂)1|ŷ|∞≤k01hKux0(ŷ)− λ−4+dC2(λx̂)1|ŷ|∞≤k02hK00(ŷ)

)
ω(λŷ)dŷ

)

for some small integers k0i with k0ih < |x̂|∞/2, e.g. k01 = 4, k02 = 20, where |a|∞ = max(a1, a2)
and h is chosen in (4.14). We will estimate the first integral using the method in Section 4.1.3,
and the last two integrals for |ŷ|∞ ≤ k01h, |ŷ|∞ ≤ k02h analytically in Section 4.4.1.

We apply the above decompositions to the integrals in both L∞ and C1/2 estimates. We
also apply the above decompositions to the approximation terms and estimate integral of Kux0

separately near y = 0.

4.1.2. The scaling relations. We discuss several scaling relations, which will be useful in later
computation. For a −d-homogeneous kernel K, i.e., K(λx) = λ−dK(x), we have

I(x) = ρ(x)

∫
K(x, y)ω(y)dy = ρλ(x̂)

∫
K(x̂, ŷ)ωλ(ŷ)λ

2−ddŷ , λ2−dIλ(x̂),

where x = λx̂, y = λŷ. To compute the derivative of I(x), using the chain rule, we have

∂xiI(x) = λ2−d
dx̂i
dxi

∂x̂iIλ(x̂) = λ1−d∂x̂iIλ(x̂).
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For the L∞ part, clearly, we get |I(x)| = |Iλ(x̂)|. To compute the Hölder norm, we use the
following relation |x− z| = λ|x̂ − ẑ| and

|I(x) − I(z)|
|x− z|1/2 = λ−1/2 |Iλ(x̂)− Iλ(ẑ)|

|x̂− ẑ|1/2 .

In particular, we have

(4.9) ||ωλϕλ||∞ = ||ωϕ||∞, [ωλψλ]C1/2
xi

= λ1/2[ωψ]
C

1/2
xi

, i = 1, 2.

Using these scaling relations, we can perform the estimate in a rescaled domain with any λ > 0.

4.1.3. Mesh and the Trapezoidal rule. After rescaling the integral with suitable scaling factor λ,
we can restrict the rescaled singularity x̂ ∈ [0, 2xc]

2\[0, xc]2 (see (4.3), (4.4) ).
If a domain Q is away from the singularity x̂ of the kernel, applying (4.9), we get

(4.10)∫

Q

|K(x̂, y)||ωλ(y)|dy ≤ ||ωλϕλ||∞
∫

Q

|K(x̂, y)|ϕ−1
λ (y)dy = ||ωϕ||∞

∫

Q

|K(x̂, y)|ϕ−1
λ (y)dy.

Then, it suffices to estimate the integral of an explicit function |K(x̂, y)|ϕ−1
λ (y). If in addition,

the region Q is small, e.g. Q is the grid [yi, yi+1]× [yj , yj+1] introduced below, we further apply
∫

Q

|K(x̂, y)||ωλ(y)|dy ≤ ||ωϕ||∞||ϕ−1
λ ||L∞(Q)

∫

Q

|K(x̂, y)|dy.

Since the domain Q is small, the estimate is sharp. We use the following method to estimate∫
|K(x̂i, y)|dy for a suitable kernel K and x̂i on the grid points.

We consider the estimate of the L1 norm of some function f in R
++
2 , e.g. f = K(x̂i, y)

mentioned above. To discretize the integral, we design uniform mesh in the domain [0, b]2

covering Ω1 and Ω2 with mesh size h and adaptive mesh in the larger domain [0, D]2

(4.11) 0 = y0 < y1 < .. < yn = D, yi = ih, i ≤ b/h.

The finer mesh in the near field [0, b]2 allows us to estimate the integral with higher accuracy.
We choose sparser mesh in the far-field since y is away from the singularity x̂ and the kernel
decays in y. We partition the integral as follows

(4.12)

∫

R
++
2

|f(y)|dy =
∑

0≤i,j≤n−1

∫

[yi,yi+1]×[yj,yj+1]

|f(y)|dy +
∫

y/∈D
|f(y)|dy.

We focus on how to estimate the first part for nonsingular f . In Section 4.4, we estimate
the integral beyond [0, D]2 using the decay of the integral. We will discuss how to estimate the
integral near the singularity of the kernel in a later subsection.

Denote Q = [a, b]× [d, c], h1 = b− a, h2 = d− c. We use the Trapezoidal rule
∫

[a,b]×[c,d]

|f(y)|dy ≤ T (|f |, Q) + Err(f),

where

T (f,Q) ,
(b − a)(d− c)

4
(f(a, c) + f(a, d) + f(b, c) + f(b, d)).

The error estimate of the above Trapezoidal rule is not obvious due to the absolute sign. In
fact, even if f is smooth, |f | is only Lipschitz near the zeros of f . Since the set of zeros is hard
to characterize and that |f | can have low regularity, we do not pursue higher order quadrature
rule. We have the following error estimate.

Lemma 4.2 (Trapezoidal rule for the L1 integral). For f ∈ C2(Q), we have
∫

Q

|f(y)|dy ≤ T (|f |, Q) +
|Q|
12

(h21||fxx||L∞(Q) + h22|fyy||L∞(Q)).

Remark 4.3. The above estimate shows that the Trapezoidal rule remains second order accurate
from the above. In particular, this error estimate is comparable to the case without taking the
absolute value.
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Proof. Define the linear interpolation of f in Q

L(f) =

4∑

i=1

λi(x)fi, E(f) = f − L(f),

where λi(x) is linear and satisfies
∑
λi(x) = 1 and λi(x) ≥ 0 for x ∈ Q. Using the triangle

inequality, we obtain
∫

Q

|f |dy ≤
∫

Q

|E(f)|dy +
∫

Q

λi(x)|fi|dy = T (|f |, Q) +

∫

Q

|E(f)|dy.

We have the standard error bound for linear interpolation E(f)

(4.13) |E(f)| ≤ ||fxx||L∞(Q)

2
|(x − a)(x− b)|+ ||fyy||L∞(Q)

2
|(y − c)(y − d)|,

which can be obtained by first applying interpolation in x and then in y. It can also be established
using the error estimate for the 2D Lagrangian interpolation with k = 2 in Section 8 in the

supplementary material II [11]. Integrating the above estimate in x, y and using 1
2

∫ 1

0 t(1−t)dt =
1
12 conclude the proof. �

To estimate the integral
∫
|K(x, y)| for all x̂ ∈ Ω1,Ω2 (4.4), we discretize [0, 2a]

2 using uniform
mesh with mesh size hx = h/2. We use the above method to estimate

∫
|K(x̂i, y)|dy for xi on

the grid points. After we estimate the derivatives of the kernel, we use the following Lemma to
estimate the integral for any x in a domain.

Lemma 4.4. Suppose that K(x, y) ∈ C2(P × Q), P = [a1, b1] × [a2, b2], hi = bi − ai, i = 1, 2,
and Q = [a, b]× [c, d]. Let L(K)(x, y) =

∑
i,j=1,2 λij(x)K((ai, bj), y) be the linear interpolation

of K(x, y) in x using K((ai, bj), y), i, j = 1, 2. Then for any x ∈ P , we have
∫

Q

|K(x, y)|dy ≤
∑

i,j=1,2

λij(x)

∫

Q

|K((ai, bj), y)|dy +
(h21
8
||Kxx||L∞(P×Q) +

h22
8
||Kyy||L∞(P×Q)

)
|Q|.

The proof follows from (4.13), the triangle inequality and 1
2 |t(1− t)| ≤ 1

8 for t ∈ [0, 1]. We will
apply the above Lemma and sum Q over all the near-field domains Qij = [yi, yi+1]× [yj, yj+1]
(4.11). Since

∑
ij λij(x) = 1, we can simplify the first term as follows

∑

i,j=1,2

λij(x)
∑

k,l≤n

∫

Qkl

|K((ai, bj), y)|dy ≤ max
1≤i,j≤2

∑

k,l≤n

∫

Qkl

|K((ai, bj), y)|dy.

Therefore, it suffices to estimate the integral for x on the grid points and the piecewise
derivative bounds of the kernel.

We apply Lemmas 4.2, 4.4 to estimate the weighted integral related to the velocity. The
integrands take the form (4.28),(4.29), (4.24). To estimate the error in the above integrals, we
need to obtain piecewise L∞ estimate of the derivatives of the integrands in P,Q. We estimate
the derivatives of the weights in Appendix A.1 and the kernel in Appendix B.

Parameters for the integrals. In our computation, we choose

(4.14) hx = 13 · 2−12, h = 13 · 2−11, xc = 13 · 2−5,

which can be represented exactly in binary system, to reduce the round off error. The ap-
proximate values of the above parameters are hx ≈ 0.0032, h ≈ 0.0064, xc ≈ 0.4. For x ∈
[0, 2xc]

2\[0, xc]2 (4.4), we have

(4.15) max(x1, x2) ≥ xc = 64h = 128hx.

In our decomposition of the integral, e.g. (4.24), (4.45), (4.49), we impose a constraint on
the size of the singular region to satisfy (k + 1)h < xc such that the region does not cover the
origin.
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4.1.4. Decomposition, commutators and the Lipschitz norm. The most difficult part of the com-
putation is to estimate the Hölder norm of ∇u, and we discuss several strategies. In this
computation, we cannot first estimate the local Lipschitz norm of ∇u and then obtain the local
Hölder norm due to the difficulties discussed at the beginning of Section 4. We need to decom-
pose the integral related to ∇u into several parts according to the distance between y and the
singularity and use different estimates for different parts.

We focus on the integral related to ux without subtracting any approximation term and

assume that x ∈ [0, 2xc]
2\[0, xc]2. The approximation term ∇̂uA is nonsingular and can be

estimated using the method in Section 4.1.3. Let h be the mesh size in the discretization of the
integral in y. Suppose that

(4.16) x ∈ R
++
2 , x2 ≤ x1, x ∈ Bi1,j1(hx) ⊂ Bij(h), j ≤ i,

where hx = h/2 and Blm(r) is defined as

(4.17) Blm(r) = [lr, (l + 1)r]× [mr, (m+ 1)r].

Denote by R(x, k) the rectangle covering x

(4.18) R(x, k) , [(i− k)h, (i+ 1 + k)h]× [(j − k)h, (j + 1 + k)h]

for any k > 0. If k ∈ Z+, the boundary of R(x, k) is along with the mesh grid and is at least
kh away from x. Denote by Rs, Rs,1, Rs,2 different symmetric rectangles with respect to x

(4.19)

Rs(x, k) , [x1 − kh, x1 + kh]× [x2 − kh, x2 + kh],

Rs,1(x, k) , [x1 − kh, x1 + kh]× [(j − k)h, (j + 1 + k)h],

Rs,2(x, k) , [(i − k)h, (i+ 1 + k)h]× [x2 − kh, x2 + kh].

Clearly, we have Rs(x, k) ⊂ Rs,1(x, k), Rs,2(x, k) ⊂ R(x, k). We introduce the upper and
lower parts of the rectangle

(4.20) R+(x, k) , R(x, k) ∩ {y : y2 ≥ x2}, R−(x, k) , R(x, k) ∩ {y : y2 ≤ x2}.
We use similar notations for Rs(x, k), Rs,1(x, k), Rs,2(x, k). We further introduce the intersection
of the rectangle and four half planes with reflection

(4.21)
R(x, k,N) = R(x, k) ∩ {y : y2 ≥ 0}, R(x, k, S) = R2(R(x, k) ∩ {y : y2 ≤ 0}),
R(x, k, E) = R(x, k) ∩ {y : y1 ≥ 0}, R(x, k,W ) = R1(R(x, k) ∩ {y : y1 ≤ 0}),

where N,E, S,W are short for north, east, south, west, respectively and the reflection operators
R1,R2 are given by

R1(y1, y2) = (−y1, y2), R2(y1, y2) = (y1,−y2).
It is clear that R(x, k, S) ⊂ R

+
2 , R(x, k,W ) ⊂ {y : y1 ≥ 0}. An illustration of these domains is

given in Figure 1. If x, y ∈ R
++
2 , we have the equivalence

(4.22) (y1,−y2) /∈ R(x, k) ⇐⇒ (y1,−y2) /∈ R(x, k) ∩ {y : y2 ≤ 0} ⇐⇒ y /∈ R(x, k, S).

The above notations will be very useful in our later decomposition of the symmetrized kernel.
Define the odd extension of ω in y from R

+
2 to R2

(4.23) W (y) = ω(y) for y2 ≥ 0, W (y) = −ω(y1,−y2) for y2 < 0.

W is odd in both y1 and y2 variables. For simplicity, we drop the x variable in the R notation.
For k > k2, k, k2 ∈ Z+, we decompose the weighted ux(x) integral as follows

(4.24)

ψ(x)

∫
K1(x− y)W (y)dy = ψ(x)

∫

R(k)c
K1(x− y)W (y)dy

+

∫

Rs,1(k)

K1(x− y)ψ(y)W (y)dy +

∫

R(k)\Rs,1(k)

K1(x− y)ψ(y)W (y)dy

+

∫

R(k)\R(k2)

K1(x− y)(ψ(x) − ψ(y)W (y)dy) +

∫

R(k2)

K1(x− y)(ψ(x) − ψ(y))W (y)dy

, I1(x, k) + I2(x, k) + I3(x, k) + I4(x, k, k2) + I5(x, k2),
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Figure 1. Left: The large box is R(x, k) and the red box is Rs,1(x, k). The
small box containing x has size h× h. Right: The upper box is R(x, k,N), and
the shaded box is R(x, k, S), the reflection of the region below the y-axis.

where

K1(s) ≡
s1s2
|s|4 .

We drop − 1
π in the integrand − 1

πK1(s) for ux(x) at this moment to simplify the notation. We
will estimate different parts in Section 4.3.

4.1.5. Symmetrization. After we obtain the decomposition, we use the odd symmetry of W in
y1, y2 to symmetrize the integral and reduce the integral over R2 to the first quadrant R

++
2 .

This enables us to exploit the cancellation in the integral and obtain a sharper estimate. In our
computation, we symmetrize the integrals in I1(x, k) and I4(x, k, k2), which are more regular.
For a given kernel K(x, y), we denote by Ksym the symmetrization of K

(4.25) Ksym(x, y) , K(x, y)−K(x,−y1, y2)−K(x, y1,−y2) +K(x,−y).
We show how to symmetrize I1(x, k) as an example. Recall the notations in (4.21), (4.16).

We assume x1 ≥ x2. We choose k < i so that R(x, k) ⊂ {y : y1 > 0} and R(x, k,W ) = ∅. By
definition (4.18), the domainsR(x, k), R(x, k,N), R+(x, k) etc are the same for all x ∈ Bi1,j1(hx).
Yet, R(x, k) may cross the boundary y2 = 0, i.e. R(x, k, S) 6= ∅. See the right figure in Figure
1 for a possible configuration. Using the equivalence (4.22) and the property that W is odd in
y1 and y2, for general x ∈ R

++
2 (without x1 ≥ x2), we can symmetrize I1(x, k) as follows

(4.26)
I1(x, k) = ψ(x)

∫

R
++
2

(
K1(x− y)1y∈R(k)c −K1(x1 − y1, x2 + y2)1y/∈R(k,S)

−K1(x1 + y1, x2 − y2)1y/∈R(k,W ) +K1(x + y)
)
ω(y)dy.

For I4(x) (4.24), we choose the weight ψ(y) (A.1), (A.2) even in y1, y2. Then the symmetriza-
tion of I4 is

(4.27)
I4(x, k, k2) =

∫

R
++
2

(
K1(x− y)1y∈R(k)\R(k2) −K1(x1 − y1, x2 + y2)1y∈R(k,S)\R(k2,S)

−K1(x1 + y1, x2 − y2)1y∈R(k,W )\R(k2,W )

)
(ψ(x) − ψ(y))W (y)dy.

In (4.27), we do not have the term K1(x + y) since for y ∈ R
++
2 , x + y ≥ xc > (k + 1)h and

−y /∈ R(k). See the discussion below (4.15). Thus after symmetrizing the kernel in I4, we do
not have such a term.

Though the symmetrized kernel is complicated, since these regions R(l), R(l, α), α = N,E, l =
k, k2 (4.18), (4.21) can be decomposed into the union of the mesh girds [yi, yi+1] × [yj , yj+1],
in each grid, the indicator functions are constants. See also Remark 4.6. In each grid y ∈
[yi, yi+1]× [yj , yj+1], we can write the integrand in I1 + I4 as

(4.28)
J = KNC(x, y) · ψ(x) +KC(x, y) · (ψ(x) − ψ(y)),

∂xiJ = (KNC +KC)∂xiψ(x) + ∂xiK
NC · ψ(x) + ∂xiK

C(x, y) · (ψ(x) − ψ(y)),
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where NC,C are short for non-commutator, commutator, respectively. For y away from x, e.g.
|y1| ∨ |y2| ≥ 4xc in our computation, we have

(4.29) J = Ksym(x, y)ψ(x).

In practice, we assemble the symmetrized integrand in I1 + I4 in R
++
2 together. Using

(4.28), we only need to assemble KNC ,KC . We first initialize the integrand with (KNC ,KC) =
(Ksym, 0). To assemble the integrand in the singular regions, we perform two replacements.
In the first replacement, we pretend that R(k2) = ∅ and replace the integrand in R(k) ∩ R

++
2 .

Based on x ∈ Bij(h) (4.16), we determine the regions R(x, k), R(x, k, S) (4.18), (4.21). Since

x1 ≥ x2, we get R(x, k,W ) = ∅. See Figure (1). We partition R(k) ∩ R
++
2 as follows

(4.30) R(k) ∩ R
++
2 = R(k,N) = (R(k,N)\R(k, S)) ∪R(k, S) , D1 ∪D2.

According to (4.26), (4.27) (R(k2) = ∅), for i = 1, 2, we first replace (KNC ,KC) in Di by
(4.31)
(KNC ,KC) = (Ksym −KC

i ,K
C
i ), K

C
1 = K1(x− y), KC

2 = K1(x− y)−K1(x1 − y1, x2 + y2),

respectively, where KC is from the integrand in (4.27). We have i singular terms in Di in (4.27).
In the second replacement, we replace the integrand in the smaller singular region R(k2) ∩

R
++
2 ⊂ R(k)\R++

2 . Outside this region, we have obtained the symmetrized integrand using
(4.31). Since we assume x1 ≥ x2, similar to R(k) ∩R

++
2 (see Figure 1), we can decompose

R(k2) ∩ R
++
2 = (R(k2, N)\R(k2, S)) ∩R(k2, S) , D3 ∪D4.

In D4 = R(k2, S) ⊂ R(k2), R(k, S), from (4.26), (4.27), we completely remove the K1(x −
y),K1(x1 − y1, x2 + y2) terms in the integrand and have

(KNC ,KC) = (K1(x+ y)−K1(x1 + y1, x2 − y2), 0).

In D3, since D3 ⊂ R(k,N) = D1 ∪ D2 (4.30), there are two cases. In D3 ∩ D1, D1 =
R(k,N)\R(k, S), we have three non-singular terms from (4.26) and 0 term from (4.27) and get

(KNC ,KC) = (K1(x+ y)−K1(x1 + y1, x2 − y2)−K1(x1 − y1, x2 + y2), 0).

In D3 ∩D2, D2 = R(k, S), we have two terms from (4.26) and one term from (4.27). We get

(KNC ,KC) = (K1(x+ y)−K1(x1 + y1, x2 − y2),−K1(x1 − y1, x2 + y2)).

For x1 < x2, we assemble the integrand similarly. Using (4.28), we obtain the integrand ∂xiJ
for the Hölder estimate.

C
1/2
y estimate of uy, vx. In the C

1/2
y estimate of uy, vx with kernel K2 (4.1), we symmetrize

the integrand K(x − y)(ψ(x) − ψ(y), see (4.64) in Section 4.3.9. In this case, the symmetrized
integrand W (y)T is similar to (4.26) with ψ(x) replaced by ψ(x)− ψ(y) with T

T = (ψ(x)−ψ(y))
(
K2(x−y)1y∈R(k)c−K2(x1−y1, x2+y2)1y/∈R(k,S)−K2(x1+y1, x2−y2)1y/∈R(k,W )+K1(x+y)

)
.

Due to the weight (ψ(x)− ψ(y)), we always have KNC = 0. We initialize the T using (4.28)
with KC = Ksym

2 (4.25). In the singular region R(x, k) ∩ R
++
2 , we only need to perform one

replacement. Similar to (4.31), we use (4.30) and replace the integrand as follows

KC = Ksym
2 −K2(x−y), y ∈ R(k,N)\R(k, S), KC = Ksym

2 −K2(x−y)−K2(x1−y1, x2+y2), y ∈ R(k, S).

For L∞ estimate, we do not multiply the integrand by the weight or the commutator. We
decompose the integral as (4.45), and symmetrize the nonsingular part in I1 using (4.26) without
the weight ψ(x). Symmetrizing I4 (4.45) is similar. We initialize the symmetrized integrand as
Ksym (4.25), and then replace it in R(k)∩R

++
2 . Without loss of generality, we assume x1 ≥ x2

and have the decomposition (4.30). Similar to (4.31), we replace the integrand as follows

Ksym−K1(x−y), y ∈ R(k,N)\R(k, S), Ksym−(K1(x−y)−K1(x1−y1, x2+y2), y ∈ R(k, S).

That is, we remove one or two singular terms in R(k,N)\R(k, S), R(k, S).
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4.1.6. Integral in domains depending on x. In the computation, we need to estimate several
integrals in the domains depending on x, e.g. I3 in (4.24). We use the L∞ estimate of I3 to
illustrate the ideas. A direct estimate yields

|I3(x)| ≤ ||Wϕ||∞
∫

R(k)\Rs,1(k)

|K1(x− y)|ψ(y)ϕ−1(y)dy.

We cannot apply the method in Section 4.1.3 to first estimate I3(x) for x on the grid points
and then estimate ∂2I3(x) for the error since the kernel is singular and the error part associated
with ∂2I3(x) is more singular (see Lemma 4.4).

Denote f = ψϕ−1. We consider a change of variable y = x+ s to center our analysis around
the singularity x. The domain for s is

(4.32) {y ∈ R(k)\Rs,1(k)} = {s ∈ R(k)− x} ∩ {|s1| ≥ kh} , D(x, k).

It suffices to estimate

(4.33) J =

∫

s∈D(x,k)

|K1(−s)|f(x+ s)dy, f ≥ 0,

for all x ∈ Bi1,j1(hx) (4.16). We want to further simplify the above domain so that it does not
depend on x. Recall the location of x (4.16). To obtain a sharp estimate, we further partition
the location of x ∈ Bi1,j1(hx) as follows

(4.34) Aa = [i1hx + ahx/m, i1hx + (a+ 1)hx/m], Bb , [j1hx + bhx/m, j1hx + (b + 1)hx/m],

for some m ∈ Z+ and 0 ≤ a, b ≤ m − 1. Clearly, Aa × Bb is a partition of Bi1j1(hx). Recall
(4.16) and (4.18). We have

R(x, k) = [(i − k)h, (i+ 1 + k)h]× [(j − k)h, (j + 1 + k)h].

Now, for x ∈ Aa ×Bb, since |s1| ≥ kh, we have
(4.35)

s1 = y1 − x1 ∈ [(i − k)h− i1hx − (a+ 1)hx/m,−kh] ∪ [kh, (i+ 1 + k)h− i1hx − ahx/m]

, Xl,a ∪Xr,a,

where the subscripts l, r are short for left, right, respectively. Similarly, for s2, we have
(4.36)
s2 = y2 − x2 ∈ [(j − k)h− j1hx − (b + 1)hx/m, (j + k + 1)h− j1hx − bhx/m]

, [(j − k)h− j1hx − (b+ 1)hx/m,−kh] ∪ [−kh, kh] ∪ [kh, (j + 1 + k)h− j1hx − bhx/m]

, Yd,b ∪ Ym,b ∪ Yu,b
where the subscripts d, m, u are short for down, middle, upper, respectively. Note that the
intervals X,Y do not depend on x. We have

(4.37) D(x, k) ⊂ (Xl,a ∪Xr,a)× (Yd,b ∪ Ym,b ∪ Yu,b).
Now, we can decompose J (4.33) as follows

J ≤
∑

α=l,r,β=d,m,u

Jα,β , Jα,β ,

∫

Xα,a×Yβ,b

|K1(−s)|f(s+ x)dy, α = l, r, β = d,m, u.

See the left figure in Figure 2 for different domains in the above decomposition. From the
definitions ofX,Y , the total width of the left and the right domainsXα,a×(Yd,b∪Ym,b∪Yu,b), α =
l, u is

|Xl,a|+ |Xr,a| = h+ hx/m.

For a fixed x, from the definition (4.18), the width of R(k)\Rs,1(k) is h. We choose a large m
and further partition the location of x so that we do not overestimate the region too much.

For a small domain Q = [a, b]× [c, d] , we can estimate the integral as follows

(4.38)

∫

Q

|K1(−s)|f(x+ s)ds ≤
∫

Q

|K1(−s)|ds||f ||L∞(Bi1j1 (hx)+Q).
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Figure 2. The largest box in the left and middle figure is R(x, k). Left: The
left and right blue regions areXl,a×Ym,b, Xr,a×Ym,b. The four red regions corre-
spond to Xα,a×Yβ,b, α = l, u, β = d, u. Middle: Illustration of R(x, k)\Rs(x, k)
and Rs(x, k2). R(x, k)\Rs(x, k) consists of the blue and the red regions. Right:
different regions near the singularity for u/x1. Blue, red, and white regions
represent Sin,1, Sin,2, Sout, respectively.

Since Q is given, K1(s) is explicit and has scaling symmetries, we can estimate the integral
of |K1(s)| easily. For example, if Q = [ah, bh]2, we can use the scaling symmetries of K1(s)
to obtain

∫
Q
|K1(−s)| = hβ

∫
[a,b]2

|K1(−s)| for some β. Moreover, for many kernels in our

computations, e.g. K(s) = s1s2
|s|4 , we have explicit formulas for the integral. See Section 5.1 in

the supplementary material II [11].
We apply the above method to estimate the integral in Xα,a × Yβ,b, α = l, r, β = d, u (red

region in Figure 2). Since Ym,b = [−kh, kh], for the integral in Xα,a × Ym,b (blue region), we
further decompose it

(4.39) Jα,m =
∑

−k≤t≤k−1

∫

Xα,a×[th,(t+1)h]

|K1(−s)|f(s+ x)dy,

and then apply the above method to estimate it.
Next, we further simplify ||f ||L∞(Bi1j1 (hx)+Q) in the above estimate. From (4.16), we get

ih ≤ i1hx < (i1 + 1)hx ≤ (i+ 1)h, jh ≤ j1hx < (j1 + 1)hx ≤ (j + 1)h.

For Xl,a (4.35) with 0 ≤ a ≤ m− 1, we have the lower bound for the endpoint

(i−k)h− i1hx− (a+1)hx/m ≥ (i−k)h− i1hx−hx ≥ (i−k)h− ((i+1)h−hx)−hx = −kh−h.

See the left figure in Figure 2. The width of blue region is less than h. Similarly, we can cover
the intervals of X,Y (4.35), (4.36) uniformly for 0 ≤ a, b ≤ m− 1 and obtain

Xl,a ⊂ [(i− k)h− i1hx − hx,−kh] ⊂ [−(k + 1)h,−kh],
Xr,a ⊂ [kh, (i+ 1 + k)h− i1hx] ⊂ [kh, (k + 1)h],

Yd,b ⊂ [−(k + 1)h,−kh], Yu,b ⊂ [kh, (k + 1)h].

Thus, we only need to estimate the L∞ norm of f in

Qi1j1(hx) + [αh, (α+ 1)h]× [βh, (β + 1)h], α = −k − 1, k, β = −(k + 1),−k, .., k.

These estimates are independent of the choice of m, a, b. Since the size of each domain is at
most 2h× 2h, the above estimates based on (4.38) are sharp. We estimate the piecewise bound
of the weights ψ, ϕ in Appendixes A.1,A.2,A.3.

Using the above decomposition and estimates, we obtain the estimate of J (4.33) for x ∈
Aa ×Bb (4.34). Similarly, we can estimate J for any 0 ≤ a, b ≤ m− 1. Taking the maximum of
these m2 estimates, we obtain the estimate of J and I3(x) for all x ∈ Bi1j1(hx).
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4.1.7. First generalization: integral in a ring. We generalize the above ideas to estimate the
integrals in domain D = R(x, k)\R(x, k2) = R(k)\R(k2)

J =

∫

R(k)\R(k2)

|K(y − x)||f(y)|dy =

∫

s∈D(x,k)

|K(s)||f(x+ s)dy|, D(x, k) , R(k)\R(k2)− x

with 2 ≤ k2 = k − i
2 < k for some integer i ≥ 1 and some kernel K(z). Note that the inner

region R(k2) is different from (4.32). See I4 in (4.24) for an example of this integral region.
Suppose x ∈ Bij(h) (4.16). We partition location of x similar to (4.34) and introduce pl, ql
(4.40)
Aa = [ih+ ah/m, ih+ (a+ 1)h/m], Bb = [jh+ bh/m, jh+ (b + 1)h/m], 0 ≤ a, b ≤ m− 1,

p1 = −k2 − a/m, p2 = k2 + (m− a− 1)/m, p3 = −k2 − b/m, p4 = k2 + (m− b− 1)/m,

q1 = −k − (a+ 1)/m, q2 = k + (m− a)/m, q3 = −k − (b+ 1)/m, q4 = k + (m− b)/m.

For a fixed x ∈ Aa ×Bb, by comparing the boundaries of the following four rectangles, we get

Din , [p1h, p2h]× [p3h, p4h] ⊂ R(k2)− x ⊂ R(k)− x ⊂ [q1h, q2h]× [q3h, q4h] , Dout.

To obtain the above inclusions, for example, for s = y − x, y ∈ R(k2), we use

min
y∈R(k2)

y1 − x1 = ih− k2h− x ≤ ih− k2h− (ih+ ah/m) = −k2h− ah/m = p1h,

uniformly for x ∈ Aa × Bb. For R(k) − x ⊂ Dout, we have q1h ≤ miny∈R(k) y1 − x1. Other
bounds for the inclusions are obtained similarly. We yield D(x, k) ⊂ Dring. where

(4.41) Dring , Dout\Din.

It suffices to estimate the integral J in Dring. We partition s ∈ Dring using mesh

(4.42) Z1 = {−k ≤ i ≤ k, i ∈ Z} ∪ {p1, p2, q1, q2}, Z2 = {−k ≤ i ≤ k, i ∈ Z} ∪ {p3, p4, q3, q4},
and then order them in an increasing order zl,1 < zl,2 < .. < zl,2k+5 ∈ Zl, l = 1, 2. Note that we
do not multiply zl,1 by h here. We estimate the integral J in each grid Q = [z1,ch, z1,c+1h] ×
[z2,dh, z2,d+1h] following (4.38) and using the norm ||f ||L∞(x+Q). We turn off the integral in
region Q if Q ⊂ Din since it is not in Dring, where Dring is defined in (4.41).

Finally, we cover x+Q uniformly for a, b (the sub-partition of x) to bound ||f ||L∞(x+Q). Since
we add 4 extra points in Z1 and Z2, and order them in an increasing order, the region Qc,d can
change for fixed c, d but with different a, b. We show that the 2k + 4 intervals [z1,c, z1,c+1], 1 ≤
c ≤ 2k + 4 can be covered by [αl, βl] uniformly for a, b

(4.43)
[αl, βl], αl ∈ Z l1, βl ∈ Zu1 , Z

l
1 , {−(k + 1) ≤ i ≤ k, i ∈ Z} ∪ {−s0 − 2, s0},

Zu1 , {−k ≤ i ≤ k + 1, i ∈ Z} ∪ {−s0, s0 + 2}, s0 = ⌊k2⌋,
with αl, βl increasing. From (4.40) and the definition of s0, we get

(4.44) p1 ∈ [−s0 − 2,−s0], p2 ∈ [s0, s0 + 2], q1 ∈ [−k − 1,−k], q2 ∈ [k, k + 1].

The uniform covering is based on the following observations. Suppose that ui ≤ vi, i =
1, 2, .., n (ui, vi may not be increasing). Let us denote by {Ui} the re-ordering of {ui} in an
increasing order and denote by {Vi} the re-ordering of {vi} in an increasing order. Then we
have Ui ≤ Vi. In fact, for any k ≤ n, from ui ≤ vi, Vk is larger than uj with at least k different
indexes j. Since Uk is the k-smallnest value in {ui}i, we get Vk ≥ Uk.

From (4.42), (4.44), since q2 = maxc z1,c, q1 = minc z1,c, we get

{z1,c, c ≤ 2k + 4} = {−k ≤ i ≤ k, i ∈ Z} ∪ {p1, p2, q1},−k − 1 ≤ q1,−s0 − 2 ≤ p1, s0 ≤ p2,

{z1,c+1, c ≤ 2k + 4} = {−k ≤ i ≤ k, i ∈ Z} ∪ {p1, p2, q2}, p1 ≤ −s0, p2 ≤ s0 + 2, q2 ≤ k + 1.

We can bound each component in Z l1 (4.43) by a component in the above list. Using the above ob-
servations, after reordering two sequences in an increasing order, which gives {αc}, {z1,c}c≤2k+4,
we get αc ≤ z1,c, c ≤ 2k+4. Similarly, we obtain z1,c+1 ≤ βc, and yield [z1,c, z1,c+1] ∈ [αc, βc], c ≤
2k + 4.
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Similarly, we obtain [z2,d, z2,d+1] ⊂ [αl, βl]. Thus, we get [z1,c, z1,c+1] × [z2,d, z2,d+1] ∈
[αc, αc+1]× [βd, βd+1] uniformly for the sub-partition of x ∈ Aa×Bb with 0 ≤ a, b ≤ m− 1, and
can cover x+Q by Bi1j1(hx) + [αch, αc+1h]× [βdh, βd+1h] (4.16).

4.1.8. Second generalization: the boundary terms. We generalize the method to estimate some
boundary terms. We estimate the x1−derivative of I3(x) (4.24) to illustrate the ideas. In ∂1I3,
we have an extra boundary term I32

∂1I3(x) =

∫

R(k)\Rs,1(k)

∂x1K1(x−y)(Wψ)(y)dy−
∫ (j+1+k)h

(j−k)h
K1(x−y)(Wψ)(y)

∣∣∣
x1+kh

y1=x1−kh
dy2 , I31+I32,

where we have used the domain for R(x, k) (4.18).

For I31, we apply the previous method to estimate it. Denote Γk , [j − k)h, (j + 1 + k)h].
Using a change of variable y = x+ s, we can rewrite I32 as follows

I32 = −
∫

s2∈Γk−x2

(
K1(−kh,−s2)(Wψ)(x1+kh, x2+s2)−K1(kh,−s2)(Wψ)(x1−kh, x2+s2)

)
ds2.

We partition the location of x and assume x ∈ Aa ×Bb ⊂ Bi1,j1(hx) (4.34). From (4.36), we
have

s2 ∈ Γk − x2 ⊂ Yd,b ∪ Ym,b ∪ Yu,b.
Using the above decomposition and |Wψ(x)| ≤ ||Wϕ||∞f(x), f = ψϕ−1, we obtain

|I32| ≤ ||Wϕ||∞
∑

α=±,β=d,m,u
Mα,β, Mα,β ,

∫

Yβ,b

|K1(−αkh,−s2)| · |f(x1 + αkh, x2 + s2)|ds2,

for α = ±, β = u,m, d. For β = u, d, the domain Yβ,b is small |Yβ,b| ≤ h. We apply the method
in (4.38) to estimate Mα,β. The only difference is that we need consider a 1D integral here

∫

Q

|K1(−αkh,−s2)|ds2

for some interval Q, rather than a 2D integral in (4.38). For Mα,m, we decompose the domain
Ym,b into small intervals with length h similar to (4.39) and then apply the method in (4.38).

We combine these estimates to bound I32 for x ∈ Aa×Bb. Then, we maximize the estimates
over 0 ≤ a, b ≤ m− 1 to bound I32 for x ∈ Bi1,j1(hx).

4.1.9. Third generalization. In some of the computations, we need to estimate

J =

∫

R(k)\Rs(k2)

|K(x− y)|f(y)dy

for some k2 < k with 2k2, k ∈ Z+, where Rs(k) is defined in (4.19). Similarly, we use

Rs(k2) ⊂ Rs(k) ⊂ R(k), R(k)\Rs(k2) = R(k)\Rs(k) ∪Rs(k)\Rs(k2),
and a change of variable y = x+ s to obtain

J = (

∫

s∈R(k)−x,|s1|∨|s2|≥kh
+

∫

k2h≤|s1|∨|s2|≤kh
)K(−s)f(x+ s)dy , J1 + J2.

Compared to R(k)\Rs,1(k), the domain R(k)\Rs(k) contains two more parts

Xm,a , [−kh, kh], Xm,a × Yu,b, Xm,a × Yd,b,

i.e., the upper and lower blue regions in the right figure in Figure 2. The integral in these regions
is estimated similar to that in Xα,a×Ym,b (4.37), and the estimate of J1 is similar to J in (4.33).

For J2, the domain is simpler. Since 2k2 ∈ Z+, we partition the domain into hx × hx grids

J2 =
∑

(c,d)∈Sk\Sk2

∫

[chx,(c+1)hx]×[dhx,(d+1)hx]

|K(−s)|f(s+x)ds, Sl , {−k ≤ c < k,−k ≤ d < k}.

For each integral, we estimate it using the method in (4.38). The remaining steps are the same
as those of J in (4.33) studied previously.



STABLE BLOWUP OF 2D BOUSSINESQ EQUATIONS 29

Remark 4.5. In the estimates in Section 4.1.6-4.1.9, we use the important property that the
weights are locally smooth to move them outside the integral. Moreover, we use the fact that the
singular region depend on x monotonously to cover it effectively. Since the integral

∫
Q
|K1(s)|dy

for different Q, a, b in the above estimates does not depend on x, we first compute these integrals
once and store them, and then use them in later estimate of different x.

4.1.10. Taylor expansion near the singularity. We need to estimate the integral

J(x) ,

∫

D

∂xi

(
K(x− y)(ψ(x) − ψ(y))W (y)

)
dy,

for k2 < k in some region D close to the singularity x. For example, D = R(x, k2)\R(x, k3),
R(x, k3)\Rs1(x, k3) in ∂xiI5,0, ∂xiI5,1 (4.51), To obtain a sharp estimate, we perform Taylor

expansion on ψ(x). We focus on ∂x1 . Denote z = x− y, xm = x+y
2 . A direct computation yields

I = ∂x1(K(x− y)ψ(x) − ψ(y)) = (∂1K)(x− y)(ψ(x)− ψ(y)) +K(x− y)∂1ψ(x).

Using Taylor expansion of ψ at xm and following (B.26), we get

ψ(x) − ψ(y) = (x− y) · ∇ψ(xm) + ε1, ψx(x) = ψx(xm) + ε2

|ε1| ≤
∑

i+j=2

cij ||∂ix∂jyψ||L∞(Q(y))|z1|i|z2|j , |ε2| ≤
1

2
(||∂xxψ||L∞(Q(y))|z1|+ ||∂xxψ||L∞(Q(y))|z2|),

where c20 = 1
4 , c11 = 1

2 , c02 = 1
4 , and we have written zi = xi − yi and Q(y) is one of the four

quadrants D ∩ {y : sgn(yi − xi) = ±1} covering both x, y. Combining the term with the same
derivative of ψ, we need to estimate the following integrals

|
∫

D

ψx(xm)(∂1K(z)z1 +K(z))W (y)dy|, |
∫

D

ψy(xm)∂1K(z)z2W (y)dy|
∫

D

|∂ix∂jyψ|L∞(Q(y))|∂1K(z)zi1z
j
2W (y)|dy, i+ j = 2,

∫

D

|∂i+1
x ∂jyψ|L∞(Q(y))|K(z)zi1z

j
2W (y)|dy, i+ j = 1,

We partition the region of z = x − y ∈ x −D, e.g. D = R(k2)\R(k3) (4.51) into small mesh,
and estimate the piecewise bounds of weights and each integral following Sections 4.1.6-4.1.9.

We estimate the integral of |∂i1∂j2K(z)zk1z
l
2| in Section 5.1 in the supplementary material

II [11].

4.1.11. Hölder estimate of log-Lipschitz function. In some computation, we need to perform
C1/2 estimate of some log-Lipschitz function. We consider an example to illustrate the ideas

F (x) =

∫

maxi |xi−yi|≤b
K(x, y)f(y)dy, |K(x, y)| ≤ C1|x− y|−1, |∂K(x, y)| ≤ C2|x− y|−2,

for some constant C1, C2. Given f ∈ L∞, F is log-Lipschitz. To estimate [f ]
C

1/2
x

, we cannot

first estimate the piecewise values of f and ∂xf and then combine them to obtain the C
1/2
x

estimate. Instead, given x, z, for a to be determined, we decompose F into the smooth part and
the singular part

F1(x) ,

∫

a≤maxi |xi−yi|≤b
K(x, y)f(y)dy, F2(x) ,

∫

maxi |xi−yi|≤a
K(x, y)f(y)dy.

Using the assumptions of the kernel, we have

|∂x1F1(x)| ≤ C3 log
b

a
||f ||∞, |F2(x)| ≤ C4|a| · ||f ||∞,

where the constants C3, C4 depend on b, C1, C2. Applying the above estimates, we obtain

|F (x)− F (z)|
|x1 − z1|1/2

≤ |F1(x)− F1(z)|+ |F2(x)− F2(z)|
|x1 − z1|1/2

≤
(
C3 log

b

a
·|x1−z1|1/2+2C4|a||x1−z1|−1/2

)
||f ||∞.

We optimize the estimates by choosing a = C5|x1 − z1| for some constant C5 depending on
C3, C4. Then we establish the estimate. The above simple estimates show that the choice of a
depends on |x − z|. Thus, in our later Hölder estimates, we perform decomposition guided by
the above estimates and optimize the choice of size of the singular region [−a, a]2. On the other
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hand, since for different |x− z| we need to choose different a, it increases the technicality of the
computer-assisted estimates.

4.2. L∞ estimate. Let ûx,A be the approximation term of ux (see Section 4.3 of Part I [13]).
We focus on the estimate of the piecewise L∞ norm of ux,A = ux−ûx,A, which is a representative
case. For simplicity, we assume the rescaling factor λ = 1. We assume that x satisfies (4.16)
without loss of generality. We want to estimate ux,A for all x ∈ Bi1j1(hx).

We can write ux,A = ux − ûx as follows

ux,A =

∫
(K(x− y)− K̂(x, y))W (y)dy, KA , K(x− y)− K̂(x, y),

where K̂(x, y) is the kernel for the approximation term and W is the odd extension of ω (see

(4.23)). From Sections 4.3.2 and 4.3.3 of Part I [13], we remove the singular part in K̂, and then

K̂ is nonsingular. Given x with (4.16), similar to (4.24), for k ≥ k2, we perform the following
decomposition

(4.45)
ux,A = (

∫

R(k)c
+

∫

R(k)\Rs(k2)

+

∫

Rs(k2)

)K(x− y)W (y)dy −
∫
K̂(x, y)W (y)dy

, I1 + I2 + I3 + I4.

where Rs(k) is the symmetric singular region (4.19). See Section 4.2.3 for the choice of k.
Since I1 + I4 is nonsingular, we use the ideas in Section 4.1.5 to symmetrize the kernels in

I1 + I4. Then we use the method in Section 4.1.3 to estimate it.

Remark 4.6. In our computation, the domain [0, D]2 ∩R(k)c can be decomposed into the union
of small grids [yi, yi+1] × [yj , yj+1] (4.11) since the boundary of R(x, k) aligns with the mesh
(4.18). In particular, in each grid, the indicator function is constant, and the integrand is smooth
in y.

Next we consider I2. The domain of the integral is close to the singularity. If we use the
method in Section 4.1.3 to estimate it, the error will be quite large since ∂2K(x − y) is very
singular. We want to estimate I2 using ||Wϕ||∞ and the singular part I3 using [Wψ1]C1/2 . Since
K(z) is singular of order −2, we expect an estimate

|I2|+ |I3| . log
k

k2
ϕ−1(x)||Wϕ||L∞[R(k)] + ψ−1(x)k

1/2
2 [Wψ]

C
1/2
x
.

Note that the weights ϕ, ψ have a different order of singularity for small x and a different rate of
decay. Moreover, we need to control the right hand side using the energy, which assigns different
weights to two norms (seminorms). Thus, to obtain a sharp estimate, we need to optimize the
choice of k2.

Firstly, we consider k2 = 2, 2+ 1
2 , .., k, we use the method in Section 4.1.9 to estimate I2. We

also consider very small k2 < 2. In this case, we further decompose I2 as follows

I2 = (

∫

R(k)\Rs(2)

+

∫

Rs(2)\Rs(k2)

)K(x− y)W (y)dy , I21 + I22.

For I21, we apply the method in Section 4.1.9. For I22, we use a change of variables y = x+sh

|I22| =
∣∣∣
∫

k2≤|s1|∨|s2|≤2

K(−sh)W (x+ sh)h2ds
∣∣∣.

Since the region is very small, x+ sh ∈ Bi1j1(hx) + [−2h, 2h], and K1(hs) = h−2K1(s), we get

|I22| ≤ ||Wϕ||∞||ϕ−1||L∞(Bi1j1 (hx)+[−2h,2h])

∫

k2≤|s1|∨|s2|≤2

|K(s)|ds.

The integral can be computed explicitly and has the order log 2
k2
.

It remains to estimate the most singular part I3 for different k2. Using a change of variables
y = x+ sh, the scaling symmetries, and the above derivations, we get

I3 =

∫

[−k2,k2]2
K(−s)W (x+ sh)ds.
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To use the Hölder norm of Wψ, we decompose it as follows
(4.46)

I3 =

∫

[−k2,k2]2
K(−s)(Wψ)(x+ sh)(

1

ψ(x + sh)
− 1

ψ(x)
) +K(−s) (Wψ)(x+ sh)

ψ(x)
ds , I31 + I32.

For I32, using the Hölder seminorm, the odd symmetry of K(s) = c s1s2|s|4 in s1, and |(Wψ)(x+

sh)− (Wψ)(x− sh)| ≤ √
2s1h, we get

|I32| ≤
h1/2

ψ(x)
[Wψ]

C
1/2
x

∫

[0,k2]×[−k2,k2]
|K(s)|

√
2s1ds =

2k
1/2
2 h1/2

ψ(x)
[Wψ]

C
1/2
x

∫

[0,1]2
|K(s)|

√
2s1ds,

where we used the scaling symmetry of K and a change of variables s→ k2s in the last equality.

4.2.1. The commutator. For I31, we apply the simple Taylor expansion to f = ψ−1

(4.47) |f(x+ sh)− f(x)| ≤ |fx(x)hs1 + fy(x)hs2|+ h2(
m20s

2
1

2
+m11s1s2 +

m02s
2
2

2
).

where mij is the bound for the second derivatives of ψ−1

mij(s) = max
Bi1j1 (h)+I(sgn(s1))×I(sgn(s2))

||∂ix∂jy(ψ−1)||L∞ , I+ = [0, k2h], I− = [−k2h, 0].

Note that mij is constant in each quadrant of [−k2, k2]. We plug in the expansion (4.47) to
estimate I31. We only discuss a typical term m20s

2
1h

2

I31,20 , h2
∫

[−k2,k2]2
|K(−s)(Wψ)(x+ sh)|m20(s)

s21
2
ds.

If k2 ≥ 2, we can further partition [−k2, k2]2 into B2p,2q(1/2) = [p, p+1/2]×[q, q+1/2],−k2 ≤
p, q ≤ k2 − 1/2, where we use the notation (4.17). For each grid B2p,2q(1/2), the sign of s and
m20(s) are fixed, and we have
∫

B2p,2q(
1
2 )

|K(−s)|(Wψ)(x + sh)m20(s)
s21
2
ds ≤ m20||Wϕ||∞

∫

B2p,2q(
1
2 )

|K(s)|s21
2

(
ψ

ϕ
)(x + sh)ds.

The last integral can be estimated using the method in (4.38). Combining the estimate of
integral in different regions B2p,2q(1/2), we obtain the estimate of I31,02. Similarly, we can
estimate the contributions of other terms in (4.47) to I31.

For small k2 ≤ 2, we do not partition the domain. We denote D(k2) = Bi1,j1(hx) +
[−k2h, k2h]2. For s ∈ [−k2, k2], we use x+ sh ⊂ D(k2) ⊂ D(2) to get
(4.48)

|f(x+sh)−f(x)| ≤ ||fx||L∞(D(k2))s1h+||fy||L∞(D(k2))s2h. |Wψ(x+sh)| ≤ ||Wϕ||∞||ψ
ϕ
||L∞(D(2)).

Plugging the above estimate into I31, we get

I31 ≤
∑

(i,j)=(1,0),(0,1)

h||∂ix∂jy(ψ−1)||L∞(D(k2))||Wϕ||∞||ψ
ϕ
||L∞(D(2))

∫

[−k2,k2]2
|K(s)si1s

j
2|ds.

Using the scaling symmetry, we can reduce the last integral to ki+j2

∫
[−1,1]2

|K(s)si1s
j
2|ds.

We apply the above estimates to a list of k2, and bound different norms using max(||ωϕ||∞ ,
maxi γi[ωψ1]C1/2

xi
(R+

2 )
. Then by optimizing the k2, we obtain the sharp estimate of ux,A.

In (4.47), we do not bound f(x+sh)−f(x) directly using the estimate (4.48) since s is large.
Instead, we perform a higher order expansion.

Estimate of uy, vx. The estimates of uy, vx follow similar strategies and estimates. The only
difference is the estimate of the most singular term similar to I32 (4.46) for uy, vx due to different
symmetry property of the kernel. We estimate it using a combination of norms ||ωϕ||∞, and
semi-norms [ωψ]

C
1/2
xi

, and refer it to Section 6.1 in the supplementary material II [11].



32 JIAJIE CHEN AND THOMAS Y. HOU

4.2.2. Estimate of uA. The estimate of uA is much simpler since it is more regular. Let K and
K̂ be the kernel of u, v and its approximation term, respectively. For f = u or v, we perform a
decomposition similar to (4.45)
(4.49)

fA = (

∫

R(k)c
+

∫

R(k)\Rs(k)

+

∫

Rs(k)

)K(x− y)W (y)dy −
∫
K̂(x, y)W (y)dy , I1 + I2 + I3 + I4.

The estimates of I1+ I4 follow the method for ux,A. For I2, we use the method in Section 4.1.6.
For I3, since K has a singularity of order |x|−1, which is locally integrable, we use a change of
variable y = x+ sh to obtain

I3 = h

∫

[−k,k]2
K(−s)W (x+ sh)ds.

Then we partition [−k, k]2 into small grids, and use the method in (4.38) to estimate the integral
in each grid. Here, we get a factor h in the change of variables since K(λs) = λ−1K(s).

4.2.3. Choice of parameters. Recall the choice of several parameters a, h, hx from (4.14). We
choose 3 ≤ k ≤ 10. We choose k for the size of the singular region kh (4.45), (4.49) not so small
such that the error h2∂2K in Lemma 4.2, which has the order h2|x−y|−α−2 near the singularity,
is smaller than the main term K, which has the order |x− y|−α, α = 1, 2. Since we will estimate
I1 + I4, I2, I3 in the decomposition separately using the triangle inequality, we do not choose k
to be too large so that we can exploit the cancellation in I1 + I4.

4.3. Hölder estimates. We want to estimate |f(x)−f(z)|
|x−z|1/2 for any x, z ∈ R

++
2 with x1 = z1 or

x2 = z2 and some function f , e.g. f = ux,A. Without loss of generality, we assume |z| >
|x|. Then in the C

1/2
x estimate, we have x1 < z1, x2 = z2; in the C

1/2
y estimate, we have

x1 = z1, x2 < z2. Applying the rescaling argument in Section 4.1, we can restrict x̂ = x
λ to

x̂ ∈ [0, 2xc]
2\[0, xc]2. For this reason, we assume λ = 1 for simplicity. We will only estimate the

Hölder difference for comparable x, z: |x| ≍ |z|. If |z| ≫ |x|, we simply apply the L∞ estimate
to f(x), f(z) and use the triangle inequality.

We focus on the Hölder estimate of ux,A, which is a representative and the most important
nonlocal term to estimate in our energy estimate.

4.3.1. C
1/2
x estimate. Recall Ii from the decomposition (4.24) and K1(s) =

s1s2
|s|4 . We apply the

same decomposition to ux,A(z). We assume that the approximation term ûx (see Section 4.3.3
of Part I [13]) takes the following form

(4.50) ûx(x) =

∫
K̂1(x, y)W (y)dy, I6(x) , ψ(x)ûx(x) = ψ(x)

∫
K̂1(x, y)W (y)dy,

with a nonsingular kernel K̂1. We first discuss how to estimate the regular part I1, I3, I4 in
(4.24) and I6, which are Lipschitz. We will apply the sharp Hölder estimate in Lemmas 3.1-3.5
in Section 3 of Part I [13] to estimate the most singular part I2. The most technical part is to
estimate I5, which is log-Lipschitz since the kernel K1(x − y)(ψ(x) − ψ(y)) has a singularity of
order −1. We assemble the estimates of different parts to estimate [ux,Aψ]C1/2

x
in Section 4.6.

4.3.2. Estimates of the regular terms I1, I3, I4, I6. Recall I1, I3, I4 from (4.24) and I6 from (4.50).
Since the integrands in I1, I3, I4 are supported at least k2h away from the singularity x, if W
is in some suitable weighted L∞ space, I1, I3, I4 are Lipschitz and their derivatives can be
bounded by ||Wϕ||∞(R++

2 ) = ||ωϕ||∞. In fact, I1 and I4 are piecewise smooth. Their derivatives

jump when R(x, k), R(x, k2) change, or equivalently, x moves from one grid to another. For
x ∈ Bi1,j1(hx) (4.16), these rectangle domains are the same, and these functions are smooth. The
approximation term I6 (4.50) is locally smooth in x. To exploit the cancellation, we combine the
estimates of I1, I4, I6 together. We symmetrize the kernel in I1(x)+I4(x)−I6(x) following Section
4.1.5 and use the method in Section 4.1.3 to estimate the derivatives of I1(x) + I4(x) − I6(x).
See also (4.28), (4.29) for the form of the symmetrized integrands in these integrals.
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We estimate both the L∞ and Lipschitz norm of I3 using the method in Sections 4.1.6, 4.1.8.
We will optimize two estimates to obtain a sharper Hölder norm of I3.

We choose integer k, k2 in the decomposition (4.24) . Then in each grid [yi, yi+1]× [yj , yj+1],
the indicator functions in I1 + I4 − I6, e.g. 1R(k)c ,1R(k)\R(k2), are constant. See Remark 4.6.

4.3.3. C
1/2
x estimate of I2. We first estimate the second term I2 in (4.24). RecallR(x, k), Rs1(x, k), Rs(x, k)

from (4.18), (4.19) and the location of x (4.16). We have

x2− (j−k)h ≤ (j+1)h− (j−k)h = (k+1)h, (j+1+kh)−x2 ≤ (j+1+kh)− jh = (k+1)h.

Since x2 = z2, using Lemma 3.1 from Section 3 of Part I [13] with (a, b1, b2) = (kh, x2 − (j −
k)h, (j + 1 + k)h− x2) and |b1|, |b2| ≤ (k + 1)h, we obtain

1

|x− z|1/2 |I2(x, k)− I2(z, k)| ≤ C1(
(k + 1)h

|x− z| )[Wψ]
C

1/2
x

= C1(
(k + 1)h

|x− z| )[ωψ]
C

1/2
x
.

We only apply the Hölder estimate to |x − z| ≤ kh
2 (rescaled x, z) and the assumption

a ≥ 1
2 |x1 − z1| in Lemma 3.1 in Part I [13] is satisfied. For I2(x, k) associated with other terms

u, v, uy, vx, we can estimate it using similar ideas and Lemmas 3.1-3.5 in Part I [13]. The C
1/2
y

estimate of I2(x, k) is completely similar. See Section 4.3.8 for more details.

4.3.4. C
1/2
x estimate of I5. For I5 (4.24), K1(x − y)(ψ(x) − ψ(y)) is singular of order −1 near

y = x. Given W ∈ L∞(ϕ), I5 is log-Lipschitz. There are several approaches to estimate its

Hölder norm, see e.g., Section 4.1.11. We use part of the C
1/2
x seminorm of ω to get a better

estimate. We choose k3 = k2 − i
2 ≥ 2, i = 0, 1, 2, .., 2k2 − 4 and further decompose I5 as follows

(4.51)
I5(x, k2) =

(∫

R(k2)\R(k3)

+

∫

R(k3)\Rs,1(k3)

+

∫

Rs,1(k3)

)
K1(x− y)(ψ(x)− ψ(y))W (y)dy

, I5,0(x, k2, k3) + I5,1(x, k3) + I5,2(x, k3).

The domain in I5,0 depends on x. For x in a grid cell, it does not change with x. We estimate
∂x1I5,0 using Taylor expansion in Section 4.1.10 and following the method in Section 4.1.7. We
estimate the L∞ and x-derivative of I5,1 using the method in Sections 4.1.6, 4.1.8. For ∂x1I5,1,
we have
(4.52)

∂x1I5,1 =

∫

R(k3)\Rs,1(k3)

∂x1

(
K1(x−y)(ψ(x)−ψ(y))

)
W (y)dy−

∫ (j+1+k3)h

(j−k3)h
K1(x−y)(Wψ)(y)

∣∣∣
x1+k3h

y1=x1−k3h
dy2.

We estimate the first part following Section 4.1.10, and the second part following Section 4.1.8.
For I5,2, we will estimate it using a method similar to that of I2. See the left figure in Figure

3 for the domains of the integrals in I5,2(x), I5,2(z). The integrand satisfies

K1(x− y)(ψ(x) − ψ(y))W (y) = ψ(x)K1(x− y)(ψ−1(y)− ψ−1(x)(Wψ)(y)

≈ ψ(x)∂i(ψ
−1(x)) ·K1(x− y)(yi − xi)(Wψ)(y).

Thus, I5,2(x) can be seen as a weighted version of I2 (4.24) with a weight ψ(x)∂i(ψ
−1(x)), a

more regular kernel K1(x− y)(yi−xi), and a smaller domain Rs,1(k3). Since the kernel is more
regular and the domain is smaller, our estimate for I5,2 is much smaller than that of I2.

Now, we justify this approach. Using a change of variables y = x + s, s ∈ Rs,1(k3) − x and
the above identity, we yield

I5,2(x, k3) = ψ(x)

∫

Rs,1(k3)−x
K1(−s)(ψ−1(x + s)− ψ−1(x))(Wψ)(x + s)ds.



34 JIAJIE CHEN AND THOMAS Y. HOU

Using Newton’s formula f(1) = f(0)+ f ′(0)+
∫ 1

0 (1− t)f ′′(t)dt for f(t) = ψ−1(x+ ts), we get

ψ−1(x+ s)− ψ−1(x) = s · ∇ψ−1(x) +

∫ 1

0

(1− t)
(
s · (∇2ψ−1)(x+ ts) · s

)
dt

=
∑

i=1,2

si∂i(ψ
−1)(x) +

∑

0≤i≤2

(
2

i

)
si1s

2−i
2

∫ 1

0

(1 − t)∂i1∂
2−i
2 (ψ−1)(x + ts)dt.

Denote

Qij(x) = ψ(x)

∫ 1

0

(1− t)∂i1∂
j
2(ψ

−1)(x+ ts)dt, i + j = 2, D(x) = Rs,1(x, k3)− x,

Qij(x) = ψ(x) · ∂i1∂j2(ψ−1)(x) = −∂
i
1∂
j
2ψ(x)

ψ(x)
, i + j = 1, Pij(x) =

∫

D(x)

K1(−s)si1sj2(Wψ)(x + s)ds.

Using the above expansion and notations, we get

I5,2(x, k3) =
∑

i+j=1

PijQij +
∑

i+j=2

(
2

i

)
PijQij .

Next, we use the above decomposition to estimate I5,2(x, k3)− I5,2(z, k3). The leading order
terms are PijQij with i+ j = 1. By definition of Rs,1 (4.19), we observe that if x2 = z2, we have

D(x) = Rs,1(x, k3)− x = Rs,1(z, k3)− z = D(z).

Suppose that x1 < z1. We perform a decomposition

(4.53)
|Pij(x)Qij(x)− Pij(z)Qij(z)| ≤ J1 + J2,

J1 , |Qij(z)(Pij(x)− Pij(z))|, J2 , |Pij(x)(Qij(x) −Qij(z)).

Using D(x) = D(z), we bound J1 as follows

|J1| ≤ |Qij(z)|
∣∣∣
∫

D(x)

K1(−s)si1sj2((Wψ)(x + s)− (Wψ)(z + s))ds
∣∣∣

≤ |Qij(z)| · |x− z|1/2||ωψ||
C

1/2
x

∫

s∈D(x)

|K1(s)s
i
1s
j
2|ds.

The term Qij only depends on the weight and is smoother than Pij . We can estimate
Qij(x) − Qij(z) by bounding ∂1Qij since Qij is locally smooth. For Pij in J2, we use the
method in (4.38) to bound it by C||ωϕ||∞ with some constant C. Then we obtain the estimate

|J2| ≤ C2|x− z| · ||ωϕ||L∞

for some constant C2. Note that the second order term PijQij , i + j = 2 is much smaller than
the leading order terms. For |x− z| not too small, we can estimate its contribution trivially

1

|x− z|1/2 |Pij(x)Qij(x)− Pij(z)Qij(z)| ≤
1

|x− z|1/2 (|Pij(x)Qij(x)| + |Pij(z)Qij(z)|).

We optimize the above two estimates.
In summary, to obtain the above estimates, we estimate piecewise bounds for |Qij(x)|,

Pij(x), |∂kQij(x)|, and the integrals
∫
D(x) |K1(s)s

i
1s
j
2|ds, i+ j = 1, 2.

The above estimate of I5(x, k2) can be generalized to the C
1/2
x estimate of u, v, vx, uy. Yet,

it does not apply to the C
1/2
y estimate of u,∇u since it requires the estimate of (Wψ)(x+ s)−

(Wψ)(z+s) for s in some rectangle R = D(x) = D(z). However, sinceW is discontinuous across

the boundary y = 0,Wψ /∈ C
1/2
y (R) if x+s, z+s are not in the same half plane. If x1 < x2, then

the rectangles R(x, k2), R(z, k2) will not intersect the boundary and the previous estimate holds
true. If x1 > x2, we consider two modifications for different kernels in the following subsections.
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Figure 3. Left: Rs,1(x, k3) and Rs,1(z, k3) with x2 = z2. The small square
is a mesh grid containing x or z. x, z can have different locations relative to
the grids. Right: The large rectangle is R(k2), the upper part is R+(k2), and
the lower part is R−(k2). The blue region is R−(k2)\R−(k3). Γ is part of its
boundary.

4.3.5. Ideas of the C
1/2
y estimates of I5. The main idea in the following C

1/2
y estimates is to use

a combination of the estimates for the log-Lipschitz function in Section 4.1.11 and the estimate
in Section 4.3.4. The latter provides better estimates, and we try to use this method as much
as possible. Following the ideas in Section 4.1.11, we decompose I5(x) into the singular part and
nonsingular part with different size k3 of the singular region

I5(x) = I5,S(x, k3) + I5,NS(x, k3).

Although we cannot apply the second method to the whole I5(x), we can apply it to the
integrals in the upper part of the regions, e.g. R+(k2), R

+(k3) (4.20), since these integrals only
involve Wψ in R

+
2 and we have Wψ ∈ C1/2. Thus, we will further decompose some of the

regions into the upper part and the lower part, and then apply the first method to the lower
part, and the second method to the upper part.

4.3.6. C
1/2
y estimate of the velocity with a kernel of the first type. The kernels

(4.54) K =
y1y2
|y|4 ,

y2
|y|2

associated with ux = −∂xy(−∆)−1ω, u = −∂y(−∆)−1ω vanish when y2 = 0. We call them the
first type kernel. Let K be a kernel of the first type. We use the following decomposition

I5(x, k2) = (

∫

R+(k2)

+

∫

R−(k2)

)K(x− y)(ψ(x) − ψ(y))W (y)dy , I+5 (x, k2) + I−5 (x, k2)

See the right figure in Figure 3 for R±(k2). Since R+(x, k2), R
+(z, k2) ⊂ R

+
2 , we can apply the

same argument as that for I5,1(x, k3), I5,2(x, k3) in Section 4.3.4 to obtain the desired estimates
by restricting all the derivations in R+(x, k2), R

+(z, k2). Note that here, we do not further
choose smaller window R+(x, k3) to decompose I+5 (x, k2), i.e. k3 = k2 and I5,0 = 0 in (4.51).
For I+5,1, similar to (4.52), we get a boundary term from ∂2(R

+(k2)\R+
s2(k2)) = [(i − k2)h, (i +

1 + k2h)]× {x2 + k2h}. See (4.19), (4.18) for R+(k), R+
s2(k).

For the lower part I−5 (x, k2), it is log-Lipschitz ifW ∈ L∞(ϕ). We cannot bound its derivative
using ||Wϕ||∞. We face the difficulty discussed at the beginning of Section 4.

Alternatively, we follow the ideas in Section 4.1.11. We decompose it into the smooth part
and rough part. We introduce 0 < k3 < k2 and consider the following decomposition

(4.55)

I−5 (x, k2) =

∫

R−(k2)\R−(k3)

K(x− y)(ψ(x) − ψ(y))W (y)dy

+

∫

R−(k3)

K(x− y)(ψ(x) − ψ(y))W (y)dy , I−5,1(x, k2) + I−5,2(x, k2).

See the right figure in Figure 3 for an illustration of different domains. Recall that k2 ∈ Z+.
We choose k3 = k2 − i

2 ≥ 2, i = 0, 1, 2.., 2k2 − 4. Since the integrand in I−5,1 supports at least
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k3h away from the singularity, I−5,1(x, k2) is Lipschitz. We can estimate ∂x2I
−
5,1(x, k) following

Sections 4.1.7, 4.1.10. The domain R−(k2)\R−(k3) is not piecewise constant since the upper
part of its boundary, i.e.

Γ = {(y1, x2) : y1 ∈ [(i − k2)h, (i + 1 + k2)h]\[(i− k3)h, (i+ 1 + k3)h]},

depends on x2. See Figure 3 for an illustration of Γ. Taking x2 derivative on I−5,1, we get

(4.56)

|∂x2I
−
5,1(x, k2)| ≤

∣∣∣
∫

R−(k2)\R−(k3)

∂x2(K(x− y)(ψ(x) − ψ(y)))W (y)dy
∣∣∣

+
∣∣∣
∫

y∈Γ

K(x− y)(ψ(x) − ψ(y)))W (y)dy1

∣∣∣.

Since y ∈ Γ ⊂ {y : y2 = x2} and that K(y1, 0) ≡ 0, the second term vanishes. The first term
can be estimated using a change of variables y = x+s and the method in Section 4.1.10, Section
4.1.7, since its support is at least k3h away from the singularity.

For I−5,2, the kernel satisfies K(x − y)(ψ(x) − ψ(y)) ∼ |x − y|−1 for small |x − y| and is
locally integrable. We estimate its piecewise L∞ bound using the method in Section 4.2.1 for
the commutator.

The above decomposition can be applied to estimate

|I−5 (x, k2)− I−5 (z, k2)|
|x− z|1/2 ≤ min

k3=k2− i
2

|I−5,1(x, k3)− I−5,1(z, k3)|
|x− z|1/2 +

|I−5,2(x, k3)|+ |I−5,2(z, k3)|
|x− z|1/2

for |x − z| not too small, e.g. |x − z| ≥ ds =
h
10 . When |x − z| is sufficiently small, the second

term in the above estimate can be very large.
According to the analysis in Section 4.1.11, for |x − z| very small, we need to choose k3h ∼

|x− z| to get the sharp estimate. Thus, we consider one more decomposition for a ≤ 1

(4.57)

I−5 (x, k2) =

∫

R−(k2)\R−

s (a)

K(x− y)(ψ(x) − ψ(y))W (y)dy

+

∫

R−

s (a)

K(x− y)(ψ(x) − ψ(y))W (y)dy , I−5,3(x, a) + I−5,4(x, a).

The above decomposition is slightly different from (4.55). We choose R−
s (a) rather than

R−(a), since we need to choose the singular region with size going to 0 as |x − z| → 0. Yet,
R−(a) (4.18) does not satisfy this requirement for a → 0. We can estimate the derivative of
I−5,3(x, a) following Sections 4.1.6-4.1.8, and the L∞ norm of I−5,4(x, a) following Section 4.2.1.

Again, in the computation of ∂x2I
−
5,3(x, a), the boundary term vanishes due to K(y1, 0) ≡ 0. In

summary, we can obtain the following estimate

(4.58) |∂x2I
−
5,3(x, a)| ≤ A(x) +B(x) log(1/a), |I−5,4(x, a)| ≤ C(x)ah,

for any a ≤ 1, where A(x), B(x) can be estimated following the method in Appendix B.5.1,
and the estimate of C(x) follows the method in Section 4.2.1. Using the above estimates and
the ideas in Section 4.1.11, we can estimate dy(I

−
5 (·, k2), x, z) for small |x− z| by optimizing a,

where dy is defined below

(4.59) dy(f, x, z) = |f(x)− f(z)||x− z|−1/2.

We will assemble these estimates in Section 4.6.

4.3.7. C
1/2
y estimate of the velocity with a kernel of the second type. For the kernels K2 =

y21−y22
|y|4

and y1
|y|2 , they do not vanish on y2 = 0 in general. We call them the second type kernel.

If we use the strategies in the previous subsection, the boundary term in the computation
of ∂x2I

−
5,1(x, k3) or ∂x2I

−
5,3(x, k3) does not vanish on Γ and can be large. To avoid picking up
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a boundary term on Γ and apply the ideas in Section 4.3.5, we consider another estimate on
I5(x, k2). For k3 = k2 − i

2 , i = 0, 1, .., 2k2 − 4, we perform the following decomposition

I5(x, k2) =

∫

R(k2)\R(k3)

K(x− y)(ψ(x) − ψ(y)W (y)dy +

∫

R+(k3)

K(x− y)(ψ(x)− ψ(y))W (y)dy

+

∫

R−(k3)

K(x− y)(ψ(x) − ψ(y))W (y)dy , I5,1 + I5,2 + I5,3.

Following the ideas in Section 4.1.11, we estimate the derivative of the regular part and then
the L∞ norm of the singular part. Indeed, we can estimate the y-derivative of I5,1 following
Sections 4.1.10, 4.1.7, and the L∞ norm of I5,3 following Section 4.2.1. The estimate of I5,1 is
similar to that of I4 in Section 4.3.2. For I5,2, since R

+(k3) is in R
+
2 , we can obtain a better

estimate following the method in the estimate of I5,1, I5,2 in Section 4.3.4.
After we estimate these quantities, we can estimate dy(I5, x, z) (4.59) for |x−z| not too small

by optimizing k3. To estimate dy(I5, x, z) (4.59) for sufficiently small |x − z|, following (4.57),
we use the following decomposition
(4.60)

I5(x, k2) =

∫

R(k2)\Rs(a)

K(x− y)(ψ(x) − ψ(y)W (y)dy +

∫

R+
s (a)

K(x− y)(ψ(x)− ψ(y))W (y)dy

+

∫

R−

s (a)

K(x− y)(ψ(x)− ψ(y))W (y)dy , I5,4 + I5,5 + I5,6.

Then we estimate the derivative of I5,4 and the L∞ norm of I5,6 as follows

(4.61) |∂x2I5,4| ≤ A(x) +B(x) log(1/a), |I5,6| ≤ C(x)ah,

where the estimates of A,B are given in Appendix B.5.1, and the estimate of C follows the
method in Section 4.2.1. The Hölder estimate of I5,5 follows the method in the estimate of I5,2
in Section 4.3.4. With these estimates, we can further bound dy(I5, x, z)

dx(f, x, z) ,
|f(x) − f(z)|
|x1 − z1|1/2

, dy(f, x, z) ,
|f(x)− f(z)|
|x2 − z2|1/2

for sufficiently small |x− z| by optimizing a. See Section 4.6.

Remark 4.7. We do not use the later decomposition on I5, i.e. I5 = I5,4+ I5,5+ I5,6, to estimate
dy(f, x, z) when |x− z| is not too small since the domain of the integral in I5,4 is not piecewise
constant. As a result, we need to bound the boundary term in the computation of ∂x2I5,4. The
resulting estimate is worse than the estimate using the decomposition I5 = I5,1 + I5,2 + I5,3.

We do not apply the above computation with smaller window [−ah, ah]2 in the C
1/2
x estimate,

since it leads to a worse estimate. See also the discussions in Section 4.3.5.

4.3.8. Hölder estimate of u, v, uy, vx. The ideas of the Hölder estimate for other terms are sim-
ilar. For a kernel K associated with u,∇u, we perform another decomposition similar to (4.24)

(4.62)

ψ(x)

∫
K(x− y)W (y)dy =

∫ (
ψ(x)1R(k)c + 1Rs(k)ψ(y) + 1R(k)\Rs(k)ψ(y)

+ 1R(k)\R(k2)(ψ(x) − ψ(y)) + 1R(k2)(ψ(x) − ψ(y))
)
K(x− y)W (y)dy

, I1(x, k) + I2(x, k) + I3(x, k) + I4(x, k, k2) + I5(x, k2),

Here, we use Rs(x, k) (4.19), which is symmetric with respect to both x1 and x2, rather than

Rs,1(x, k), since the singular region in the sharp Hölder estimate of [uy]
1/2
Cxi

, [vx]C1/2
xi

, [ux]C1/2
y

in

Lemma 3.3-3.5 in Part I [13] needs to be symmetric in both x1, x2. Denote by If6(x, k2) the
approximation term for f = ux, uy, vx, u, v. It takes the form similar to (4.50).

We consider two cases of x̂ ∈ [0, 2xc]
2\[0, xc]2 (4.4). In the first case, we consider x̂ ∈

[xc, 2xc]× [0, 2xc] , DX1, where we have x̂1 ≥ cx̂2 for some constant c > 0. In the second case,

we consider x̂ ∈ [0, xc] × [xc, 2xc] , DX2, where we have x̂1 ≤ cx̂2. We distinguish these two
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cases since in the second case, the singular region does not touch the boundary, we can apply
the method in Section 4.3.4.

C
1/2
x estimate of uy, vx. In the C

1/2
x estimate of uy, vx, we follow Section 4.3.2 to estimate the

regular part I1+ I4− I6 and I3. We follow Section 4.3.3 and use Lemma 3.4 in Section 3 of Part
I [13] to estimate I2. For I5, we follow Section 4.3.4.

C
1/2
y estimate of ux. We perform the decomposition (4.62) rather than (4.24). The estimates

of I1 + I4 − I6, I3 follow Section 4.3.2. For I2, we use Lemma 3.3 in Section 3 of Part I [13]. We
follow Section 4.3.6 to estimate I5 if x̂ ∈ DX1, and Section 4.3.4 if x̂ ∈ DX2.

We remark that we use the decomposition (4.62) rather than (4.24) since in Lemma 3.3 in
Section 3 of Part I [13], we need to assume that the singular region around x is symmetric in

both x1 and x2. The same reasoning applies to C
1/2
xi estimate of uy, vx.

C
1/2
x and C

1/2
y estimate of u, v. The Hölder estimates of u, v are substantially easier since u, v

are more regular. We perform C
1/2
x , C

1/2
y of ρuA for another weight ρ = ψu (A.1). Below, we

only use the weighted L∞ norm ||ωϕ||∞. We decompose the integral as follows

(4.63)
ρ(x)

∫
K(x− y)W (y)dy =

∫ (
1R(k)cρ(x) + 1R(k)ρ(x)

)
K(x− y)W (y)dy

, I1(x, k) + I2(x, k).

We choose k smaller than that in (4.24) for ∇u since the kernel for u is more regular. We follow
Section 4.3.2 to estimate I1 − I6. For I2, we follow the ideas in Sections 4.1.11, 4.3.6, 4.3.7
to estimate the log-Lipschitz function. We choose a list of k2 and associated region S(k2) and
decompose I2 as follows

I2(x, k) ,

∫

R(k)\S(k2)
ρ(x)K(x−y)W (y)dy+

∫

S(k2)

ρ(x)K(x−y)W (y)dy , I21(x, k2)+I22(x, k2).

For large k2 = k, k − 1/2, .., 2, we choose S(k2) = R(k2). For k2 < 2, we choose S(k2) =
Rs(k2). For I21(x, k2), we estimate its derivatives following the estimate of I50 (4.51) or Section
4.1.7 when k2 ≥ 2, and the estimate of I54 when k2 < 2 in Section 4.3.7. For I22(x, k2), we
estimate its L∞ norm following the estimate of I53 when k2 ≥ 2, and the estimate of I56 when
k2 < 2 in Section 4.3.7. The estimate is simpler since the above kernel is much simpler than
K(x− y)(ψ(x)− ψ(y)) in Section 4.3.7.

4.3.9. Special case: C
1/2
y estimate of uy, vx. In this case, we apply Lemma 3.5 from Section 3

of Part I [13] to estimate the most singular part. Since in Lemma 3.5 from Section 3 of Part I,
we do not localize the integral, we perform the following decomposition
(4.64)

ψ(x)

∫
K(x− y)W (y)dy =

∫ (
ψ(y) + 1R(k2)c(ψ(x) − ψ(y)) + 1R(k2)(ψ(x) − ψ(y))

)
K(x− y)W (y)dy

, I1(x, k) + I2(x, k) + I3(x, k).

For I1, we apply Lemma 3.5 from Part I [13]. We follow Section 4.3.7 to estimate I3 if
x̂ ∈ DX1, and Section 4.3.4 if x̂ ∈ DX2. We follow Section 4.3.2 to estimate I2 − I6, where I6
is the approximation terms for uy, vx similar to (4.50). The symmetrized integrand is discussed

in the paragraph “C1/2 estimate of uy, vx” in Section 4.1.5. There are additional difficulties
since the weight ψ(y) and the symmetrized integrand I = K(x, y)(ψ(x) − ψ(y)) (see similar
derivations in (4.28),(4.29)) are singular near 0.

Estimate the integral near 0. To estimate the D1 = ∂x2 derivative, we use

|D1I| = |D1K(ψ(x)− ψ(y)) +K ·D1ψ(x)| ≤ |D1K · ψ(x) +K ·D1ψ(x)| + |D1K · ψ(y)|.
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For y close to 0, since ψ is singular, ψ(y) is much larger than ψ(x), and K(x, y) is not singular.
The main term in D1I is given by D1Kψ(y). It follows

∫

Q

|D1I·W (y)|dy ≤ ||Wϕ||∞
(
||ϕ−1||L∞(Q)

∫

Q

|D1Kψ(x)+K·D1ψ(x)|dy+||ψ
ϕ
||L∞(Q)

∫

Q

|D1K|dy
)
,

where Q is some grid near the origin. The integrands in both integrals do not involve the singular
weight, and we can estimate them for each grid point x using the previous methods.

To estimate the X− discretization error, we need to estimate the integral of ∂2xi∂x2J . Since
ψ(y) is independent of x, we get

I = K(x, y)(
ψ(x)

ψ(y)
−1)ψ(y),

∫

Q

|∂2xi
∂x2I·W (y)|dy ≤ ||Wϕ||∞||ψ

ϕ
||L∞(Q)

∫

Q

∣∣∣∂2xi
∂x2K(x, y)(

ψ(x)

ψ(y)
−1)

∣∣∣dy.

The last integrand is not singular in y near y = 0, and we estimate it using the previous method,
e.g. Section 4.1.3.

For uy, vx, we have a rank-one approximation Kapp(x, y) from Cuyχ0K00 (4.5) (see Section
4.3.2 from Part I [13]). The full integrand with approximation term and weight is given by

Iapp = K(x, y)(ψ(x)−ψ(y))−Kapp(x, y)ψ(x) = (K(x, y)−Kapp(x, y))ψ(x)−K(x, y)ψ(y) = Iapp,1+Iapp,2.

For y away from the singularity x and 0, Iapp,1 has the same form as the previous case, e.g. the

C
1/2
x estimate. We improve the error estimate ∂2i ∂x2Iapp using the cancellation between the full

symmetrized kernel K(x, y) and Kapp from Lemma B.2 and the estimate in (B.15) in Appendix
B.1.1 and the property that ψ(y) is much smaller than ψ(x) for |y| much larger than |x|.
Estimate in the far-field. For the tail part in this case, we have an improvement for small |x|
where χ0(x) = 1 due to the approximation term near 0

f̂ = Cf0(x, y)ux(0) + Cf (x, y)K00 = Cf (x, y)K00,

where f = uy, vx and K00 is defined in (4.5), and we have used Cf0(x, y) = 0. Its associated
integrand is given by

Kapp , π−1Cf (x, y)K00(y),

where K00 is defined in (4.5). To estimate it, we use the following decomposition

D1(J − ψ(x)Kapp) = D1((K −Kapp) · ψ(x)) −D1K · ψ(y) , P1 + P2.

We estimate P1 using the method in Section 4.4. Due to the approximation, (K −Kapp) has a
much faster decay for large y beyond [0, D]2. See (B.15) and Appendix B.1.1. For P2, we have

∫

Ωc

|P2||W (y)|dy ≤ ||Wϕ||∞
∫

Ωc

|D1K|ψ
ϕ
(y)dy,

where Ω = [0, D]2 with large D. The last integral is computed using the method in Section 4.4.

4.4. Estimate the integrals near 0 and in the far field. We use a combination of uniform
mesh and adaptive mesh to compute the integral in a finite domain [0, D]2, e.g. D = 1000.
See Section 4.1.3. Since the kernel decays and the singularity is in the near-field, the integral
beyond this domain is small, and we estimate it directly. In addition, for y near 0, we estimate
the integrals (the last two integrals in (4.8)) from the approximations ux(0),K00 (4.7), which
is singular of order |y|−2 or |y|−4. For simplicity, we consider λ = 1. The estimates can be
generalized to other scaling parameter λ. To estimate

∫
D k(y)ω(y)dy for D near 0 or D in the

far-field, following (4.10), we only need to estimate
∫
D
|k(y)|ϕ−1(y)dy. Since |y| is either very

small or very large, we can use the asymptotics of ϕ in these estimates.
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4.4.1. Near-field estimate. Firstly, we estimate
∫
[0,R1]2

|k(y)|ϕ−1(y)dy for k(y) = y1y2
|y|4 ,

y1y2(y
2
1−y22)

|y|8
related to ux(0),K00 (4.7). We partition [0, R1] into

0 = z0 < z1 < ... < zn = R1

with z1 much smaller than R1. Denote Qij = [zi−1, zi]× [zj−1, zj]. Clearly, we have
∫

[0,R1]2
|k(y)|ϕ−1(y)dy ≤

∑

1≤i,j≤n
Iij , Iij ,

∫

Qij

|k(y)|ϕ−1(y)dy.

For Iij , (i, j) 6= (1, 1), we apply a trivial bound

(4.65) Iij ≤ ||ϕ−1||L∞(Qij)

∫

Qij

|k(y)|dy ≤ |Qij | · ||k||L∞(Qij)||ϕ−1||L∞(Qij).

For k(y) = y1y2
|y|4 ,

y1y2(y
2
1−y22)

|y|8 , the estimate of ||k||L∞(Qij) is established in Appendix B. It

remains to estimate the first term I11. Denote r = y1. Suppose that

ϕ(x) ≥ q|x|a(cosβ)b, b ≤ 0.

See (A.2). If k(y) = y1y2
|y|4 and a < 0, we yield

I11 ≤ q−1

∫ √
2r

0

∫ π/2

0

sinβ cosβ

r2
r−a(cosβ)−brdrdβ = q−1

∫ √
2r

0

r−a−1dr

∫ π/2

0

sinβ(cosβ)−b+1dβ

= q−1 (
√
2r)−a

−a

∫ 1

0

t−b+1dt = q−1 (
√
2r)−a

−a
1

2− b
.

If k(y) =
y1y2(y

2
1−y22)

|y|8 , we yield |k(y)| ≤ 1
4
sin 4β
r4 . Since b ≤ 0, if a < −2, we get ϕ ≥ qra and

I11 ≤ q−1

∫ √
2r

0

∫ π/2

0

1

4

| sin 4β|
s4

s−asdsdβ =
1

4q

∫ √
2r

0

s−a−3ds
1

4

∫ 2π

0

| sinβ|dβ

=
1

4q

(
√
2r)−a−2

−2− a

∫ π/2

0

sinβdβ =
1

4q

(
√
2r)−a−2

−2− a
.

4.4.2. Far-field estimate. Denote a ∨ b = max(a, b). To estimate the far field integral I ,∫
y1∨y2≥R0

|k(y)|ϕ−1(y)dy, we first pick sufficient large R, and then partition the domain

0 = z0 < z1 < .. < zm = R0 < zm+1 < ... < zn = R1 < +∞.

Denote Qij = [zi−1, zi]× [zj−1, zj]. Clearly, we have

I =
∑

m+1≤max(i,j)≤n
Iij + J, Iij ,

∫

Qij

|k(y)|ϕ−1(y)dy, J =

∫

y1∨y2≥R1

|k(y)|ϕ−1(y)dy.

For Iij , we apply the trivial estimate (4.65). Suppose that

ϕ ≥ qra(cosβ)b, |k(y)| ≤ |y|−p, b ∈ [−1, 0], p+ a > 2.

We get

J ≤ 1

q

∫ ∞

R1

∫ π/2

0

r−p−a(cosβ)−brdrdβ =
1

q

R−p−a+2
1

|p+ a− 2|

∫ π/2

0

(cosβ)−bdβ.

Using Hölder’s inequality and b ∈ [−1, 0], we get
∫ π/2

0

(cos β)−bdβ ≤ (

∫ π/2

0

cosβdβ)−b(

∫ π/2

0

1)1+b = (π/2)1+b.

It follows

J ≤ 1

q

R−p−a+2
1

|p+ a− 2| (π/2)
1+b.
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Application. We apply the above calculations to estimate the integral and its derivatives be-
yond the mesh [0, D]2 (4.12). Since the domain is far away from the singularity, the integrand
is the symmetrized kernel, e.g., (4.29). From Appendix B.1.1 and Lemma B.2 in Appendix B,
for uA,∇uA, ∂i(ρuA), ∂i(ψ∇uA), the integrand in the far-field (y is large) satisfies

|K(x, y)| ≤ C(x)Den−k,

with some k ≥ 2 and coefficients C(x), where Den is defined in (B.20).
In our computation, we rescale x to x̂ and restrict it to the near-field [0, b]2 with b < 2. Note

that y /∈ [0, D]2 and |y| ≥ D ≫ b. From (B.20), we get

Den ≥ min
|z1|≤x1,|z2|≤x2

|y − z|2 ≥ min
|z1|≤x1,|z2|≤x2

(|y| − |z|)2 ≥ (|y| − |x|)2 = |y|2(1− |x|
|y| )

2.

Since |x|
|y| ≤

√
2b/D, we yield

Den ≥ (1− Cs)
2|y|2, Cs =

√
2b/D.

It follows∫

y/∈[0,D]2
|K(x, y)|ϕ−1(y)dy ≤ (1− Cs)

−2kC(x)

∫

y/∈[0,D]2
|y|−2kϕ−1(y)dy.

Using the method in Section 4.4.2, we can estimate the above integral.

4.5. Estimate for very small or large x. The rescaling argument and the methods in the
previous subsections apply to the estimate of uA(x),∇uA(x) for x ∈ [0, xM ]2\[0, xm]2, 0 < xm <
xM . For very small or large x, we cannot use a finite number of dyadic scales λ = 2i to rescale

x such that x/λ ∈ [0, 2xc]
2\[0, xx]2. Instead, we choose λ = max(x1,x2)

xc
. We want to estimate

the rescaled integral with a −d-homogeneous kernel K

p(x)

∫
K(x− y)W (y)dy = pλ(x)

∫
K(x̂− ŷ)λ2−dWλ(ŷ)dy,

uniformly for all small λ≪ 1 or large λ≫ 1, where p is some weight and pλ is defined in (4.2).
The rescaled singularity x̂ = x/λ satisfies maxi x̂i = xc. We simplify x̂, ŷ as x, y.

We can use the asymptotic of the weights to estimate the integral, see e.g. (4.6). The new
difficulty is that the estimate involves the rescaled weight pλ(y). Since λ is not fixed and depends
on x that tends to 0 or ∞, we cannot evaluate pλ(y) and the integrand directly. In the following
derivation, λ is comparable to |x|, which is either very small or very large.

For y away from the singular region, the integrand of the regular part is given by J = K(x, y)·
pλ(x) (4.29). We choose a radial weight p defined in Appendix A.1 p(x) =

∑
1≤i≤n qi|x|ai . See

ψ1, ψu, ψdu (A.1). We introduce the asymptotics of these weights

Rlim , lim
x→A

D1pλ(x)

pλ(x)
, plim = qi|x|ai ,

with (A, i) = (0, 1) or (A, i) = (∞, n), where (qn, an) denotes the last power in the weight. We
use the following decomposition to compute D1J with D1 = ∂xi

|D1J | = |D1(K(x, y) · pλ(x))| = |D1K(x, y) · pλ(x) +K(x, y) ·D1pλ(x)|

=
∣∣∣pλ(x)

{
D1K(x, y) +RlimK(x, y) + (

D1pλ(x)

pλ(x)
−Rlim)K(x, y)

}∣∣∣.

Since we consider very small λ or very large λ, the error term D1pλ(x)
pλ(x)

− Rlim is small. Hence,

we use a triangle inequality to bound D1J

|D1J | ≤ pλ(x)
∣∣∣D1K(x, y) +RlimK(x, y)

∣∣∣+ pλ(x)
∣∣∣(D1pλ(x)

pλ(x)
−Rlim)K(x, y)

∣∣∣.

The advantage of the above decomposition is that the main term D1K(x, y)+RlimK(x, y) does
not depend on λ so that we can estimate it using previous methods.

Since the estimate of derivative of u, v does not involve the commutator, see, e.g. (4.63), we
can apply the above method to compute the integral of D1u for small x or large x.
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For y near the singular region, from (4.28), the symmetrized integrand is given by

J = KC(pλ(x) − pλ(y)) +KNCpλ(x),

where we use p for the weight. Firstly, we have

|D1J | = |D1K
C(pλ(x)− pλ(y)) +D1K

NCpλ(x) + (KC +KNC)D1pλ(x)|
Denote K = KC +KNC . We use the following method to bound D1J

|D1J | ≤ pλ(x)
∣∣∣D1K

C · (1− pλ(y)

pλ(x)
) +D1K

NC +K · D1pλ
pλ

∣∣∣

≤ pλ(x)
{∣∣∣D1K

C · (1 − plim(y)

plim(x)
) +D1K

NC +K · D1plim
plim

∣∣∣

+
∣∣∣D1K

C(
pλ(y)

pλ(x)
− plim(y)

plim(x)
)
∣∣∣+K

∣∣∣D1plim
plim

− D1pλ
pλ

∣∣∣
}
.

The second and the third term on the right hand side can be seen as an error term. The main

term
∣∣∣D1K

C · (1 − plim(y)
plim(x) ) +D1K

NC +K · D1plim
plim

∣∣∣ does not depend on λ, and the singularity

x is in the near-field and away from 0. We can apply all the delicate decompositions developed
in previous sections to estimate D1J .

In the Hölder estimates, we need various bounds for the weights pλ. Using the asymptotics
of p(x), we can estimate the derivatives of pλ for very small λ or very large λ uniformly. See
Appendix A.1, A.2. Once we obtain the estimates of ψλ, and the weight ϕλ in the L∞ norm
||ωλϕλ||∞, we can use the methods in the previous subsections and the scaling relations in
Section 4.1.2 to perform the Hölder estimates.

The L∞ estimate follows similar ideas and is much easier. We refer more details to Section
7 in the supplementary material II [11].

We remark that since we have much larger damping coefficients in the energy estimates (see
Section 5 in Part I [13]) near x = 0 and in the far-field, the estimates of the nonlocal terms in
these regions, though technical, only have minor effects on the nonlinear stability estimates.

4.6. Assemble the Hölder estimates. In Section 4.3, we decompose the velocity in several
parts and estimate them separately using the norms ||ωϕ||∞, [ωψ]C1/2

xi

. In this section, we

assemble these estimates and estimate

δ(f, x, z) ,
|f(x)− f(z)|
|x− z|1/2 ,

for f = ψuuA, ψ∇uA with weights in (A.1). To obtain better estimates, we combine some of
the estimates.

In the proof of the first inequality in Lemma 2.3, we combine and bound different norms
using max(||ωϕ||∞,maxj=1,2 γj [ωψ1]C1/2

xj
(R+

2 )
). We apply the second inequality to the error ε =

ω − (−∆)φN (3.10) and can evaluate the localized norm using piecewise bounds of the error.

To illustrate the ideas, we focus on the C
1/2
x estimate, x ∈ [xc, 2xc]× [0, 2xc], i.e. x1 is large

relative to x2, z1 ≥ x1, and x2 = z2. For general pairs (x, z), we can rescale (x, z) to (λx, λz)
such that λx ∈ [0, 2xc]

2\[0, xc]2. Using the scaling relations in (4.1.2), we can estimate the
rescaled version of δ(f, x, z). See also the discussion at the beginning of Section 4.3.

We assume that z1 ∈ [xc, 2(1+ν)xc] with ν < 1. For z1 ≥ 2(1+ν)xc, we have z1 > (1+ν)x1.
Since z1, x1 are large relative to z2, x2, respectively, we have

|x− z| = |z1 − x1| ≍ |z1| & |x|, |z|.
Then, we can use the L∞ estimate and triangle inequality to estimate δ(f, x, z). Note that we
can estimate the piecewise L∞ norm of |x|−1/2ρ(x)uA(x) and |x|−1/2ψ∇uA following Section
4.2, where ρ, ψ are the weights in the Hölder estimate of ρuA, ψ∇uA. See Section 7.4 in the
supplementary material II [11] for more details.

We focus on f = ψux,A. We partition the domain Dν = [xc, 2(1+ ν)xc]× [0, 2xc] into hx×hx
grids Dij , 1 ≤ i ≤ 2(1 + ν)xc/hx, 1 ≤ j ≤ 2xc/hx. We apply the decomposition (4.63) with the
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same parameters k, k2 to x in different grids Dij . For x ∈ Dij , using the method in Section 4.3,
we obtain the estimate

(4.66)

f(x) = I1(x) + I2(x) + I3(x) + I4(x) + I5(x) − I6(x), I5 = I5,0 + I5,1 + I5,2,

|∂x(I1 + I4 + I5,0 − I6)| ≤ aij,1||ωϕ||∞, |∂xI3| ≤ aij,2||ωϕ||∞, |I3| ≤ bij,2||ωϕ||∞,
|∂xI5,1| ≤ aij,3||ωϕ||∞, |I5,1| ≤ bij,3||ωϕ||∞,

for some constants aij,l, bij ≥ 0, where I5,1, I5,2 are defined and estimated in Section 4.3.4.
For x, z ∈ Dν with x2 = z2, z1 ≤ z1, we have x ∈ Di1,j, z ∈ Di2,j for some i1 ≤ i2. We apply

the method in Section 4.3.3 to estimate δ(I2, x, z) and the method in Section 4.3.4 to estimate
J1 related to δ(I52, x, z) (4.53). These estimates contribute to the bound Chol[ωψ]C1/2

x
for some

Chol > 0, which can be computed.
By averaging the piecewise derivative bounds and using the estimates in Appendix E.2, for

x ∈ Di1,j, z ∈ Di2,j, we can obtain

|(I1 + I4 − I6)(x) − (I1 + I4 − I6)(z)| ≤ Clip|x1 − z1| · ||ωϕ||∞

for constant Clip depending only on {akl,1}k,l≥1 and the mesh hx explicitly. Similar estimates
hold for I5,0, I3, I5,1. Hence, for the remaining terms in f not estimated using the seminorm
[ωψ]

C
1/2
x

, e.g. I1 + I4 − I6, I3, I5,0, I5,1 and J2 related to I5,2 (4.53), they satisfy

fR(x) =
∑

1≤l≤N
fl(x), |fl(x) − fl(z)| ≤ min(pl|x1 − z1|, ql) · ||ωϕ||∞

for some N , where we can choose ql = ∞ if we do not have L∞ estimate for fl(x). Similar
consideration applies to pl. In our problem, there are only a few terms and N < 10. Now, for
x ∈ Di1,j, z ∈ Di2,j, we have

(4.67)

|fR(x) − fR(z)

|z1 − x1|1/2
≤

∑

1≤l≤N
min(plδ

1/2, qlδ
−1/2)||ωϕ||∞,

δ = z1 − x1 ∈ [max(i2 − i1 − 1, 0)hx, (i2 − i1 + 1)hx],

The upper bound can be obtained explicitly by partitioning the range of z1 − x1 into finite
many subintervals Ml according to the threshold δl = ql/pl. In each Ml, the bound reduces to

Pδ1/2 +Qδ−1/2

for some constants P,Q. It is convex in δ1/2 and can be optimized easily and explicitly in any
interval [δl, δu], δl > 0 .

Remark 4.8. We combine the estimates of different parts in (4.66) using (4.67) to obtain a sharp
estimate. If one estimate different parts separately, the distance δ = z1 − x1 for the optimizer
may not be achieved for the same value, which leads to an overestimate. We remark that for
small distance |z1 − x1|, such an overestimate can be significant since the ratio between the
endpoints |i2 − i1 + 1|/max(i2 − i1 − 1, 0) varies a lot.

In some estimates, e.g. the C
1/2
y estimate of ux in Section 4.3.6, we need to decompose

I5 using different size of small singular region k3. In such a case, we have a list of estimates
associated to different k3 for the part fR not estimated by [ωψ]

C
1/2
x

or [ωψ]
C

1/2
y

:

|fR(x) − fR(z)|
|z1 − x1|1/2

≤
∑

1≤l≤N
min(pl,k3δ

1/2, ql,k3δ
−1/2)||ωϕ||∞.

For |x1 − z1| bounded away from 0, e.g. |x1 − z1| ≥ 1
10hx, we can still partition the range of

|x1 − z1| and optimizing the above estimates first over δ and then k3.
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4.6.1. Hölder estimate for small distance. In some Hölder estimates, e.g. the C
1/2
y estimate in

Sections 4.3.6, 4.3.7, when |x− z| is very small, e.g. |x− z| ≤ chx with c < 1, we need to choose
a singular region with size a to be arbitrary small. See also Section 4.1.11 for the estimates of a
log-Lipschitz function. In these estimates, we can decompose fR(x) that is not estimated using
the Hölder norm of ωψ as follows

fR(x) = f1(x, a, b) + f2(x, a),

for a < b and b is fixed. We can estimate the derivative of f1, and the L∞ norm for f2

|∂xf1(x, a, b)| ≤ (Ai +Bi log
b

a
)||ωϕ||∞, |f2| ≤

Cia

2
||ωϕ||∞

in each grid Dij for any a ≤ b, see e.g., (4.58) and (4.66). We drop j since we consider x, z with
x2 = z2. For t = |x− z| ≤ hx, we get

(4.68)
|f(x) − f(z)|
|x− z|1/2 ≤ (A+B log

b

a
)
√
t+

Ca√
t
, F (a, t)

where A = max(Ai, Ai+1), B = max(Bi, Bi+1), C = max(Ci, Ci+1). For each t ≤ chx, we can
optimize the above estimate over a ≤ b explicitly. Then we maximize the estimate over t ≤ chx
to obtain uniform estimate for small |x− z| ≤ chx. We refer the derivations to Appendix B.5.2.

4.7. Improved estimate for the nonlocal error. In Section 3.7, we discuss the estimates
of the nonlocal error u(ε̄) based on the functional inequalities established in this section. Since
the weight is singular ϕ ∼ |x|−2|x1|−1/2, ϕ = ϕelli (A.2) near the origin, ε̄1ϕ is much larger
near x = 0. Due to the anisotropic mesh for large x and small y, or small x and large y, and
the round off error, ε̄1 is not very small in these far-field regions. On the other hand, these
regions are small since either |(x, y)| is very small or the ratio x/y, y/x is very small, and the
error is very small in the bulk, e.g. x = O(1). See Figure 4 for the rigorous weighted bound
of the error in the adaptive mesh. The weighted error of ε̄1 is larger near 0, while the error
for ε̂1 is larger in the far-field. If we simply use the global norm ||ωϕ||∞, ω = ε̄, ε̂, and then
apply the previous estimates to bound u(ε̄), we overestimate the nonlocal error significantly.
For x = O(1), where we have the smallest damping for the energy estimate, due to the decay
of kernel and the smallness of these regions, the integral

∫
K(x, y)ε̄(y)dy near y = 0 or in the

far-field is very small.

Figure 4. Piecewise L∞(ϕelli) bound of the error ε̄1, ε̂1 in solving the Poisson
equations. Left: error for the approximate steady steate. Right: error for the
approximate space-time solution Ŵ2

Note that we can obtain the piecewise derivative bounds for the error ε̄1, ε̂1 and we partition
the domain of the integral into different regions (4.45). Instead of using the global norm to
bound the integral, we use the localized norms ||Wϕelli||l∞(D), [Wψ1]C1/2

xi
(D)

(A.2), (A.1) to

exploit the smallness of the error in most part of the domains and improve the error estimate.
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Recall the regions of rescaled x̂ (4.4) and the mesh yi partitioning the domain (4.11). We
fix a scale λ and assume ∈̂[xc, 2xc] × [0, 2xc]. By definition, the singular region R(x̂, k) (4.18)
satisfies

−R(x̂, k) ∩ R
+
2 , R(x̂, k) ∩ R

+
2 ⊂ [xc − kh, 2xc + kh]× [0, 2xc + kh] , Skh.

Thus, in the estimates of I2, I3, I4 in (4.45), instead of using the global norm ||Wϕ||L∞ , we
use ||ωλϕλ||L∞(Skh) = ||ωϕ||L∞(λSkh). For the error ω = ε̄, ε̂, we can bound ||ωϕ||L∞(λSkh) by
using the piecewise estimates of ε̄, ε̂ and covering the region λSkh. Similarly, we use the localized
bound [ωλψλ]C1/2

xi
(Skh)

= λ1/2[ωψ]
C

1/2
xi

(λSkh)
for the Hölder seminorm in the estimate of I2, I3, I4,

and similar localized norms for I5.
For the regular part I1, we partition [0, D]2,R++

2 into disjoint domains: near-field Dn,i the
bulk DB and the far-field Df,i, e.g.

Dn,1 = [8h, 16h], DB = [0, 2]2\Dn,1, Df,1 = [0, D]2\[0, 2]2, Df,2 = R
++
2 \[0, D]2,

where h is the mesh size in (4.11). Then we use the norm ||ωλϕλ||L∞(D) = ||ωϕ||L∞(λD) for the
estimate of the integral in region D.

In (4.8), we estimate the integral of K00(y) (4.5) for |ŷ|∞ ≤ k02h and |ŷ|∞ ≥ k02h separately.
Since the kernel is very singular near 0, the L1 estimate of the integral in |ŷ|∞ ≤ k02h in Section
4.4.1 is not very small. Since we can evaluate ω = ε̄, ε̂, we we change the rescaling from ŷ back
to y by using y = λŷ in (4.8)

J =

∫

|ŷ|∞≤k02h
K00(ŷ)ω(λŷ)dŷ = λ2

∫

|y|∞≤λk02h
K00(y)ω(y)dy,

where we get λ2 since K00 is −4 homogeneous. For a list of dyadic scales λ = 2k, we estimate the
integral using Simpson’s rule with very small mesh. This allows us to exploit the cancellation in
the integral. For |y| very close to 0, we use Taylor expansion. See Section 6.4.1 in supplementary
material II [11] (contained in this paper) for more details.

In the estimate of the integral for very small x or large x in Section 4.5 (see more de-
tails in Section 7 in the Supplementary Material II [11]), we estimate the rescaled integral for
λ ≤ λ1 and λ ≥ λn with small λ1 and large λn uniformly. In the case of λ ≤ λ1, we bound
||ωλϕλ||L∞([a,b]×[c,d]) ≤ ||ωϕ||L∞(λ1[0,b]×[0,d]). Other norms in different cases are estimated sim-
ilarly.

We do not track the bound ||ωλϕλ||L∞(Qij) in each small grid Qij for computational efficiency.

Appendix A. Weights and parameters

A.1. Estimate of the weights. Recall the following weights for the Hölder estimate of ω, η, ξ
and u

(A.1)

ψ1 = |x|−2 + 0.5|x|−1 + 0.2|x|−1/6, ψdu = ψ1, ψu = |x|5/2 + 0.2|x|−7/6,

ψ2 = p2,1|x|−5/2 + p2,2|x|−1 + p2,3|x|−1/2 + p2,4|x|1/6,
ψ3 = ψ2, ~p2,· = (0.46, 0.245, 0.3, 0.112),

and the following weights for ω, ρi for u and the error

(A.2)

ϕ1 = x−1/2(|x|−2.4 + 0.6|x|−1/2) + 0.3|x|−1/6, ϕg1 = ϕ1 + |x|1/16,
ϕelli = |x1|−1/2(|x|−2 + 0.6|x|−1/2) + 0.3|x|−1/6, ρ10 = |x|−3 + |x|−7/6, ρ20 = ψ1.

ρ3 = |x|−1 + |x|−1/6, ρ4 = x−1/2(|x|−2.5 + 0.6|x|−1/2) + 0.3|x|−1/6.

To estimate the weighted L∞ norm of the residual error in Section 3, we use ψi, ϕevo,i
(A.3)

ϕevo,1 = ϕ1, ϕevo,2 = x−1/2(p̃5,1|x|−5/2 + p̃5,2|x|−3/2 + p̃5,3|x|−1/6) + p̃5,4|x|−1/4 + p̃5,5|x|1/7,
ϕevo,3 = x−1/2(p̃6,1|x|−5/2 + p̃6,2|x|−3/2 + p̃6,3|x|−1/6) + p̃6,4|x|−1/4 + p̃6,5|x|1/7,
p̃5,· = (0.42, 0.135, 0.216, 0.182, 0.0349) · µ0, µ0 = 0.917,

p̃6,· = (2.5 · p̃5,1, 2.9 · p̃5,2, 3.115 · p̃5,3, 1.82 · p̃5,4, 2.72 · p̃5,5),
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where ϕ1 is defined in (A.2).
In our energy estimates and the estimates of the nonlocal terms, we need various estimates of

the weights and their derivatives. From Appendix C.1 of Part I [13] and (A.2), (A.1), we have
two types of weights. The first one is the radial weight

ρ(x, y) =
∑

i

pir
ai , r = (x2 + y2)1/2,

where ai is increasing and pi ≥ 0. We use these weights for the Hölder estimates. See e.g. (A.1).
The second type of weights is the following

ρ(x, y) = ρ1(r)|x|−α + ρ2(r),

where ρ1, ρ2 are the radial weights.
We use fl, fu to denote the lower and upper bound of f . We have the following simple

inequalities

(A.4)
(f − g)l = fl − gu, (f − g)u = fu − gl, (f + g)γ = fγ + gγ ,

(fg)l = min(flgl, fugl, flgu, fugu), (fg)u = max(flgl, fugl, flgu, fugu).

where γ = l, u. If g ≥ 0, we can simplify the formula for the product

(A.5) (fg)l = min(flgl, flgu), (fg)u = max(fugl, fugu).

Given the piecewise bounds of ∂jf, ∂jg, j ≤ k, we can estimate ∂k(fg) using the Leibniz rule

(A.6) |∂ix∂jy(fg)| ≤
∑

k≤i,l≤j

(
i

k

)
|∂kx∂lyf | · |∂i−kx ∂j−ly g|.

A.2. Radial weights. The advantage of radial weights is that we can estimate them easily.

A.2.1. Bounds for the derivatives. We can easily derive the derivatives and their upper and
lower bound as follows. Firstly, we have

(A.7) (∂ix∂
j
yρ(x, y))γ =

∑

1≤k≤n
pk(∂

i
x∂

j
yr
ak)γ ,

where γ = l, u. Using induction, for any α, i, j, we can obtain

∂ix∂
j
yr
α =

∑

k≤i+j,l≤min(j,1)

Ci,j,k,l(α)x
kylrα−i−j−k−l =

∑

k≤i+j,l≤min(j,1)

(C+
i,j,k,l(α)−C−

i,j,k,l(α))x
kylrα−i−j−k−l ,

with C±
i,j,k,l(α) , max(0, Ci,j,k,l(α)). The bounds for C±

i,j,k,l(α)x
kylrα−i−j−k−l are simple:

(A.8) (C±
i,j,k,l(α)x

kylrα−i−j−k−l)γ = C±
i,j,k,l(α)x

k
γy

l
γr
α−i−j−k−l
γ .

In particular, we use the derivatives bound for i+ j ≤ 4 and we have

∂xr
a = axra−2, ∂2xr

a = ara−2 + a(a− 2)x2ra−4, ∂xyr
a = a(a− 2)xyra−4,

∂3xr
a = a(a− 2)(a− 4)x3ra−6 + 3a(a− 2)xra−4, ∂2x∂yr

a = a(a− 2)yra−4 + a(a− 2)(a− 4)x2yra−6,

∂4xr
a = 3a(a− 2)ra−4 + 6a(a− 2)(a− 4)x2ra−6 + a(a− 2)(a− 4)(a− 6)x4ra−8,

∂3x∂yr
a = a(a− 2)(a− 4)xyra−6 + 2a(a− 2)(a− 4)xyra−6 + a(a− 2)(a− 4)(a− 6)x3yra−8,

∂2x∂
2
yr
a = a(a− 2)(a− 3)ra−4 + a(a− 2)(a− 4)(a− 6)x2ra−6 − x4a(a− 2)(a− 4)(a− 6)ra−8.

Using (A.4), the above identities, and linearity, we can obtain the upper and lower bounds

for ∂ix∂
j
yρ. Since ρ(x, y) is symmetric in x, y, we have ∂i1∂

j
2ρ(x, y) = (∂j1∂

i
2ρ)(y, x) and can obtain

piecewise bounds of ∂i1∂
j
2ρ from that of ∂j1∂

i
2ρ.

For the estimate in Section 4.5, we need to use the estimates of ∂ix∂
j
yρ(λx) for very small

λ ≤ λ∗ or very large λ ≥ λ∗ uniformly. Obviously, the bounds are mainly determined by the
leading order power of p(λx), i.e. p1|λr|a1 for small λ and pn|λr|an for large λ. We would like
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to estimate (∂ix∂
j
yρ(λx))γλ

−β for λ ≤ λ∗, β = a1 and λ ≥ λ∗, β = an, γ = l, u. Using the above
derivations (A.7), we have

λ−β(∂ix∂
j
yρ(x, y))γ =

∑

1≤k≤n
pk(∂

i
x∂

j
yλ

ak−βrak)γ , γ = l, u,

and we only need to derive the upper and the lower bounds for C±
i,j,k,l(am)xkylrα−i−j−k−lλam−β

uniformly for λ ≤ λ∗, β = a1 or λ ≥ λ∗, β = an. Since ai is increasing, in the first case, we have

λa1−a1 = 1, am − a1 > 0, (λam−a1)l = 0, (λam−a1)u = λam−a1
∗ ,m > 1.

In the second case, we get

λan−an = 1, am − an < 0, (λam−an)l = 0, (λam−an)u = λam−an
∗ ,m > 1.

In both cases, if am = β, we get a trivial bound 1 for λam−β; if am 6= β, we get 0 ≤
λam−β ≤ λam−β

∗ . Using these bounds for λam−β , (A.8), (A.4), (A.5), we obtain the bounds
for λ−β∂ix∂

j
yψ(λx) uniformly for small λ, β = a1 and large λ, β = an.

We also need to bound M = λ−βρλ(x)
∣∣∣ ρλ(y)ρλ(x)

− ρlim(y)
ρlim(x)

∣∣∣ used in Section 4.5, uniformly for

λ ≤ λ∗, β = a1, ρlim(y) = p1|y|a1 or λ ≥ λ∗, β = an, ρlim(y) = pn|y|an . Using the formula of ρ
and a direct computation yield

ρlim(y)

ρlim(x)
=

|y|β
|x|β , M ≤

∑

i≤n
piλ

ai−β
∣∣∣|y|ai − |x|ai |y|

β

|x|β
∣∣∣ ≤

∑

i≤n
piλ

ai−β
∗ |y|β

∣∣∣|y|ai−β − |x|ai−β
∣∣∣.

We remark that the leading power λai−β∗ for ai = β is cancelled due to |y|0 = |x|0 = 1 in the

above estimate and we gain the small factor λai−β∗ for ai 6= β.

A.2.2. Leading order behavior of ∂ρ/ρ. In our verification, we need to bound ∂ρ(λx)/ρ(λx) as
λ→ 0 or λ→ ∞ uniformly. A direct calculation yields

∂xiρ

ρ
=

xi
|x|2

∑
i piair

ai

∑
i pir

ai
,

xi
|x|2S(x), S(x) ,

∑
i piair

ai

∑
i pir

ai
.

For x close to 0, we introduce b = a− a1. Clearly, we get bi ≥ 0 and

S(x) = a1 +

∑
i pibir

ai

∑
i pir

ai
= a1 +

∑
i pibir

bi

∑
i pir

bi
, a1 +

A(r)

B(r)
.

Using bi ≥ 0 and the Cauchy-Schwarz inequalities, we yield

A′B −AB′ = r−1
(
(
∑

pib
2
i r
bi )(

∑
pir

bi)− (
∑

pibir
bi)2

)
= r−1 1

2

∑

ij

pipj(bi − bj)
2rbi+bj ≥ 0,

and thus A/B is increasing. For λ ≤ λ∗, r ∈ [rl, ru], we get the uniform bound for S(λx)

a1 ≤ S(λx) ≤ a1 +
A(λ∗ru)

B(λ∗ru)
.

For λ = 1, we simply obtain

a1 +
A(rl)

B(rl)
≤ S(x) ≤ a1 +

A(ru)

B(ru)
.

Similarly, for λ ≥ λ∗, r ∈ [rl, ru], we get

an +
A(λ∗rl)

B(λ∗rl)
≤ S(λx) ≤ an,

A(r)

B(r)
=

∑
i pibir

bi

∑
i pir

bi
,

where b = a− an ≤ 0. Here, we have used that A(r)/B(r) is increasing. Thought bi is negative,

we still have (A/B)′ = A′B−AB′

B2 > 0. From the above estimates, we yield

lim
λ→0

∂xiρ

ρ
=

xi
|x|2 a1 , R0(x), |∂xiρ

ρ
(λx) −R0(λx)| ≤ λ−1 xi

|x|2
|A(λ∗x)|
|B(λ∗x)|

, λ ≤ λ∗,

lim
λ→∞

∂xiρ

ρ
=

xi
|x|2 an , R∞(x), |∂xiρ

ρ
(λx) −R∞(λx)| ≤ λ−1 xi

|x|2
|A(λ∗x)|
|B(λ∗x)|

, λ ≥ λ∗.
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A.2.3. Bounds for the derivatives of 1/ρ. The bounds for dixd
j
yρ

−1 is more complicated since

ρ−1 is not linear in the summand pir
ai . We need such estimates in the estimate of the velocity.

Firstly, using the bounds in Section A.2.1 and (A.5), we can obtain the upper and the lower
bounds for Rij

Rij =
∂ix∂

j
yρ

ρ
.

For i+ j = 1 and k = 2, 3, we use the estimate in Section A.2.1 to obtain the bounds for

R10 =
x

|x|2S(x), R0,1 =
y

|x|2S(x), (Rij)
k.

In our estimate, we need ∂ix∂
j
yρ

−1 for i+ j ≤ 3. A direct calculation yields

∂xρ
−1 = −ρx

ρ2
= −R10

ρ
, ∂xxρ

−1 = −ρxx
ρ2

+ 2
ρ2x
ρ3

= ρ−1(−R20 + 2R2
10),

∂xyρ
−1 = −ρxy

ρ
+

2ρxρy
ρ3

= ρ−1(−R11 + 2R10R01),

∂xxxρ
−1 = −ρxxx

ρ2
+

6ρxxρx
ρ3

− 6ρ3x
ρ4

= ρ−1(−R30 + 6R20R10 − 6R3
10),

∂xxyρ
−1 = −ρxxy

ρ2
+

2ρxxρy
ρ3

+
4ρxρxy
ρ3

− 6
ρ2xρy
ρ4

= ρ−1(−R21 + 2R20R01 + 4R10R11 − 6R2
10R01).

Next, we estimate ∂ix∂
j
y(∂xl

ρ/ρ) for i ≤ 2, j = 0 or i = 0, j ≤ 2. Denote f = ∂xl
ρ. Using a

direct computation, for D2 = ∂i2x ∂
j2
y with i2 + j2 = 1, we yield

D2
f

ρ
=
D2f

ρ
− fD2ρ

ρ2
= ρ−1(D2f − fRi2,j2).

For (i2, j2) = (2, 0), (0, 2), denote i3 = i2/2, j3 = j2/2, D3 = ∂i3x ∂
j3
y . We yield

D2
3

f

ρ
=
D2

3f

ρ
− 2D3f ·D3ρ

ρ2
+ fD2

3(
1

ρ
) =

D2
3f

ρ
− 2D3f ·D3ρ

ρ2
+ f(−D

2
3ρ

ρ2
+

2(D3ρ)
2

ρ3
)

= ρ−1(D2
3f − 2D3fRi3,j3 − fRi2,j2 + 2fR2

i3,j3),

where we have used D2
3
1
ρ = D3(−D3ρ

ρ2 ) = −D2
3ρ
ρ2 + 2(D3ρ)

2

ρ3 .

Since we have estimated ∂ix∂
j
yρ and Rij , we can bound these derivatives of D1ρ/ρ using (A.4).

We also need to obtain the uniform estimates of λβ∂ix∂
j
y(ρ

−1(λx)) for λ ≤ λ∗, β = a1 and
λ ≥ λ∗, β = an. Denote ρλ(x) = ρ(λx). For example, for D1 = ∂xi , we have

λβD1(ρ
−1
λ (x)) = −λ1+β (D1ρ)(λx)

ρ2λ(x)
= −λ1+βρ−1

λ (x)λ−1 xi
|x|2S(λx) = −λβρ−1

λ (x)
xi
|x|2S(λx),

which can be estimated using the estimates in Sections A.2.1, A.2.2. The power λβ and the
leading power λ−β in ρ−1

λ (x) cancel each other. The estimates of λβ∂ix∂
j
y(ρ

−1(λx)) with i+j ≥ 2

and ∂ix∂
j
y
∂i
x(ρλ)
ρλ

are similar, and follow from the above estimates for ∂ix∂
j
yρ

−1, ∂ix∂
j
y(∂ρ/ρ), the

uniform estimates for ∂ix∂
j
yp(λx) in Section A.2.1 and ∂ρ

ρ in Section A.2.2. We remark that in

all of these estimates for ρλ(x), taking derivatives in x does not change the asymptotic power
in λ.

A.2.4. Improved estimates for ρ−1 near x = 0. For the special case a1 = −2, we can write

ρ(x) = r−2
∑

i

pir
ai+2 = r−2ρ̃(x), ρ−1 = (x2 + y2)ρ̃(x)−1

To obtain a better estimate of ρ−1, we use the fact that x2 + y2 is a polynomial. Firstly, we can
obtain the bounds for ∂ix∂

j
yρ̃

−1. The bound for S0 = x2 + y2 is trivial, e.g.,

(∂xS0)γ = 2xγ , (∂yS0)γ = 2yγ , γ = u, l, ∂xyS0 = 0, ∂xxS0 = ∂yyS0 = 2.

Then using (A.4)-(A.5), we can bound ρ−1.
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A.3. The mixed weight. For the second type of weights W = ρ1(r)|x|−1/2 + ρ2(r), we can
compute its derivatives and its upper and lower bounds using linearity and the Leibniz rule
(A.6). We consider x, y ≥ 0. For example, we have

Wl = ρ1,lx
−1/2
u + ρ2,l, (W−1)u = (Wl)

−1, Wx = ∂xρ1x
−1/2 − 1

2
ρ1x

−3/2 + ∂xρ2.

To obtain the upper bound for ∂ix∂
j
yW , we use the Leibniz rule (A.6):

|∂ix∂jyW | ≤
∑

k≤i

(
i

k

)
|∂i−kx ∂jyρ1|

(2k − 1)!!

2k
x−1/2−k + |∂ix∂jyρ2|.

We need to bound ρ(r)/W (x, y) in the estimate of the integrals. Suppose that the lead-
ing and the last powers of ρ is a1, an. The leading and the last terms of W are given by
pir

bi cos(β)−αi , αi ≥ 0.

W ≥ p1r
b1 , W ≥ pnr

bn .

We estimate
ρ

W
≤ C1r

a1−b1 ,
ρ

W
≤ C2r

an−bn ,

for all x, y ∈ R
+
2 . We apply the above estimates for x near 0 or x sufficiently large.

Using W (λx) ≥ ρ1(λx)λ
−1/2|x1|−1/2, W (λx) ≥ ρ2(λx), the uniform estimates of ρi(λx) in

λ in Section A.2.1, we can obtain the lower bound of W (λx) and the upper bound of ρ(λx)
W (λx)

uniformly in λ.

Appendix B. Estimate the derivatives of the velocity kernel and integrands

In this appendix, we estimate the derivatives of the kernel − 1
2π log |x| associated to the

velocity u = ∇⊥(−∆)−1ω and its symmetrization (4.25). These estimates are used to estimate
the error terms in Lemmas 4.2, 4.4. We will perform an additional estimate for u with weight
ϕ(x) singular along x1 = 0 in Section B.4. Some additional derivations related to the estimate
of the velocity are given in Appendix B.5.

B.1. Estimate the symmetrized kernel. In this section, we estimate the symmetrized kernel.
We develop several symmetrized estimates for harmonic functions. Before we introduce the
estimates, we have a simple 1D estimate, which is useful for later estimates.

Lemma B.1. We have

|f(x)+f(−x)−2f(0)| ≤ x2||fxx||L∞[−x,x], |f(x)+f(−x)−2f(0)−x2fxx(0)| ≤
x4

12
||∂4xf ||L∞[−x,x].

Proof. Denote G(x) = f(x) + f(−x). Clearly, G is even and

(B.1) G(0) = 2f(0), G′(0) = 0, ∂2xG(0) = 2fxx(0), ∂3xG(0) = 0.

Using the Taylor expansion, we obtain

G(x) = G(0) +G′(0)x+
∂2xG(0)x

2

2
+
∂3xG

(0)x3

6
+
∂4xG

(ξ)x4

24
,

for some ξ ∈ [0, x]. Using (B.1), we get

|G(x) −G(0)−G′′(x)
x2

2
| ≤ ||∂4xG||L∞[0,x]

x4

24
≤ ||∂2xf ||L∞[−x,x]

x4

12
.

Plugging the identity (B.1) into the above estimate proves the second estimate in Lemma B.1.
The first estimate is simpler. �
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The following lemma is useful for estimating the symmetrized kernel (4.25) and its derivatives.

Lemma B.2. Suppose that Qx = [−x1, x1]× [−x2, x2] and f ∈ C4(Qx) is harmonic. Denote

(B.2)

G1(1, x) , f(x1, x2) + f(−x1, x2) + f(x1,−x2) + f(−x1,−x2)− 4f(0, 0),

G2(1, x) , f(x1, x2)− f(−x1, x2)− f(x1,−x2) + f(−x1,−x2),
Ĝ1(x) , 2x21fxx(0, 0) + 2x22fyy(0, 0), Ĝ2(x) , 4x1x2fxy(0, 0).

We have

|G1(1, x)| ≤ 2|x|2||fxx||L∞(Qx), |∂xiG1(1, x)| ≤ 4|xi| · ||fxx||L∞(Qx),(B.3)

|G1(1, x)− Ĝ1(x)| ≤
(x41 + 6x21x

2
2 + x42)

6
||∂4f ||L∞(Qx) ≤

|x|4
3

||∂4f ||L∞(Qx),(B.4)

|G1(1, x1, 0)− Ĝ1(x1, 0)| ≤
1

6
x41||∂4f ||L∞(Qx),(B.5)

|∂xi(G1(1, x)− Ĝ1(x))| ≤
2

3
(3x23−ixi + x3i )||∂4f ||L∞(Qx) ≤

2
√
2

3
|x|3||∂4f ||L∞(Qx),(B.6)

where ||∂4f ||L∞ = max0≤i≤4 ||∂ix∂jyf ||L∞(Qx). For G2, we have the following estimate

|G2(1, x)| ≤ 4x1x2||fxy||L∞(Qx), |∂xiG2(1, x)| ≤ 4|x3−i| · ||fxy||L∞(Qx),(B.7)

|G2(1, x)− Ĝ2(x)| ≤
2x1x2|x|2

3
||∂4f ||L∞(Qx),(B.8)

|∂xi(G2(1, x)− Ĝ2(x))| ≤
2

3
(3x2i x3−i + x33−i)||∂4f ||L∞(Qx) ≤

2
√
2

3
|x|3||∂4f ||L∞(Qx).(B.9)

Note that G1(·, x) is even in xi, and G2(·, x) is odd in xi. The polynomials of xi in the
upper bounds (without absolute value) have the same symmetries. Similar properties hold for
∂G1, ∂G2. Moreover the above bound satisfies the differential relation. These properties are
useful for tracking different bounds for G1, G2.

Proof. Recall Qx = [−x1, x1]× [−x2, x2]. Denote

Aij(x) = ||∂ix∂jyf ||L∞(Qx).

Using Lemma B.1, for any t ∈ [0, 1], we obtain

|f(tx1, x2) + f(tx1,−x2)− 2f(tx1, 0)| ≤ A02x
2
2, |f(x1, 0) + f(−x1, 0)− 2f(0, 0)| ≤ A20x

2
1.

Since f is harmonic function, we have ∂i+2
x ∂jyf = −∂ix∂j+2

y f and obtain Ai+2,j = Ai,j+2. Taking
t = ±1 in the above estimate and using the triangle inequality, we prove

|G(1, x)| ≤ 2A20x
2
1 + 2A02x

2
2 = 2A20(x

2
1 + x22) = 2A20|x|2,

which is the first estimate in (B.3).
The second estimate in (B.3) is simple. We consider i = 1 without loss of generality. We get

|∂x1G1(1, x)| = |(∂1f)(x1, x2)−(∂1f)(−x1, x2)+(∂1f)(x1,−x2)−(∂1f)(−x1,−x2))| ≤ 4x1A20(x).

For (B.4), using Lemma B.1, we yield

(B.10)

|f(tx1, x2) + f(tx1,−x2)− 2f(tx1, 0)− x22(∂
2
2f)(tx1, 0)| ≤ A04(x)

x42
12
,

|∂22f(x1, 0) + ∂22f(−x1, 0)− 2∂22f(0, 0)| ≤ x21A2,2(x),

|f(x1, 0) + f(−x1, 0)− 2f(0)− x21∂
2
1f(0)| ≤ A40

x41
12
,

for t = ±1. Combining the above estimates and using the triangle inequality and A40 = A22 =
A04, we prove the first estimate in (B.4). The second estimate follows from 2|x|4−x41− 6x21x

2
2−

x42 = (x21 − x22)
2 ≥ 0.

Estimate (B.5) follows from (B.4) by taking x2 = 0.
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For (B.6), we consider the estimate of ∂x1 . The other case is similar. Using

∂1f(x1, s)− (∂1f)(−x1, s) =
∫ x1

0

(∂21)f(t, s) + (∂21)f(−t, s)dt,

we obtain

∂1(G(1, x) − Ĝ1(x)) = (∂1)f(x1, x2)− (∂1f)(−x1, x2) + (∂1)f(x1,−x2)− (∂1f)(−x1,−x2)− 4x1∂
2
1f(0)

=

∫ x1

0

(
(∂21f)(z, x2) + (∂21f)(−z, x2) + (∂21)f(z,−x2) + (∂21f)(−z, x2)− 4∂21f(0)

)
dz.

Applying (B.3), we yield

|∂1(G(1, x) − Ĝ1(x))| ≤
∫ x1

0

2(z2 + x22)dzA4,0(x) = (
2

3
x31 + 2x1x

2
2)A4,0(x),

and complete the proof of the first estimate in (B.6). For the second estimate, we use the
AM-GM inequality to yield

(B.11) (3x22x1 + x31)
2 = (3x22 + x21)

2x21 =
1

4
(3x22 + x21)

24x21 ≤ 1

4
(
2(3x22 + x21) + 4x21

3
)3 = 2|x|6.

Taking a square root completes the estimate.
To estimate G2 in (B.2), we rewrite it as follows

(B.12)

G2(1, x)− cĜ2(x) =

∫ x1

−x1

∫ x2

−x2

∂12f(z1, z2)− c∂12f(0)dz

=

∫ x1

0

∫ x2

0

(∂12f)(z1, z2) + (∂12f)(−z1, z2) + (∂12f)(z1,−z2)

+ (∂12f)(−z1, z2)− 4c(∂12f)(0)dz,

for c = 0, 1. The integrand has the same form as G1 in (B.2). For c = 0, using the above
decomposition, we prove

|G2(1, x)| ≤ 4x1x2A11.

When c = 1, using (B.6), we yield

|G2(1, x)− Ĝ2(x)| ≤ A402

∫ x1

0

∫ x2

0

|y|2dy = A40
2

3
(x31x2 + x1x

3
2) = A40

2

3
x1x2|x|2.

To estimate the derivatives, we focus on ∂x1 . Using the above representation, we obtain

∂x1(G2(1, x)− cĜ2(x)) =

∫ x2

0

((∂12f)(x1, y2) + (∂12f)(−x1, y2))

+ ((∂12f)(x1,−y2) + (∂12f)(−x1,−y2)− 4c(∂12f)(0))dy.

We apply the same estimates to the integrands with c = 0, 1 and yield

|∂x1G2(1, x)| ≤ 4x2A11, |∂x1(G2(1, x)− Ĝ2(x))| ≤ A312

∫ x2

0

(x21 + y22)dy2 = A31(2x
2
1x2 +

2

3
x32).

The second inequality in (B.9) follows from (B.11). The above estimates imply (B.7)-(B.9). �
Recall the kernels associated with ∇u,u in (4.1). These kernels are the derivatives of the

Green function − 1
2π log |x| and are harmonic away from 0. We have the following estimates for

their derivatives.

Lemma B.3. Denote r = (x2 + y2)
1
2 and f(x, y) = log r. For any i, j ≥ 0 with i + j ≥ 1, we

have

|∂ix∂jyf(x, y)| ≤ (i+ j − 1)! · r−i−j .
As a result, for K1(y) = − 1

2∂12f(y),K2(y) = − 1
2∂

2
1f(y), we have

|Ki| ≤
1

2|y|2 , |∂jy1∂2−jy2 Ki| ≤
3

|y|4 , |∂jy1∂4−jy2 Ki| ≤
60

|y|6 , |∂jy1∂6−jy2 Ki| ≤
2520

|y|8 , i = 1, 2.
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Proof. Consider the polar coordinate β = arctan(y/x), r = (x2 + y2)1/2. We use induction on
n = i+ j to prove

(B.13) ∂ix∂
j
yf = (n− 1)! cos(nβ − βij)r

−n,

for some constant βij . We have the formula

(B.14) ∂xg = (cosβ∂r −
sinβ

r
∂β)g, ∂yg = (sinβ∂r +

cosβ

r
∂β)g.

Firstly, for n = 1, a direct calculation yields

∂xf =
x

r2
=

cosβ

r
, ∂yf =

y

r2
=

sinβ

r
=

cos(β − π/2)

r
.

Suppose that (B.13) holds for any i, j with i+ j = n and n ≥ 1. Now, since

∂x∂
i
x∂

j
yf = (n− 1)!∂x(cos(nβ − βij)r

−n)

= (n− 1)!(−n cosβ cos(nβ − βij)r
−n−1 + n sinβ sin(nβ − βij)r

−n−1)

= n!(− cos(nβ − βij + β)r−n−1) = n! cos((n+ 1)β − βij − π)r−n−1,

using a similar computation and sin(x) = cos(x − π/2), we can obtain that ∂y∂
i
x∂

j
yf has the

form (B.13). Using induction, we prove (B.13). The desired estimate follows from (B.13). �
Using the above two Lemmas, we can estimate the error in the discretization of the kernels

K(x, y) in both x and y directions.

B.1.1. Estimate the kernels in the far field. We apply Lemma B.2 to estimate the decay of F1, F2

(B.15)

F0 , G(y − x)−G(y1 − x1, y2 + x2)−G(y1 + x1, y2 − x2) +G(y + x), G(y) = − log |y|/2,

F1 , F0 − 4x1x2∂12G(y), F2 , F1 −
2(x21 − x22)x1x2

3
∂31∂2G(y), Iijkl(P ) , ∂ix1

∂jx2
∂ky1∂

l
y2P (x, y).

Note that for stream function φ = (−∆)−1ω(y) = C ·G ∗W , where W is the odd extension
of ω from R

+
2 to R

++
2 , since G(z) is even in zi, after symmetrization, we have

φ̃(x) = φ(x) − x1x2φ12φ(0) = C

∫

R2

G(y − x)W (y)dy = C

∫
F1(x, y)W (y)dy,

where φ12φ(0) is related to Cf0Kux0 in (4.5). In the estimate of u,∇u related to ∂ix1
∂jx2

φ̃, e.g.
(1, 1) for ux = −∂x1x2φ, for y ∈ Q away from the singularity, we get the symmetrized integrand

∂ix1
∂jx2

∫

Q

F1(x, y)W (y)dy =

∫

Q

∂ix1
∂jx2

F1(x, y)W (y)dy.

In the error estimate of the Trapezoidal rule Lemma 4.2, we estimate ∂ix1
∂jx2

∂2yiF1(x, y), which
is Iij20(F1) or Iij02(F1) in (B.15). We apply the estimate of F2 to Kf −Cf0Kux0−CfK00 (4.5).
Below, we show that Iijkl(Fi), i = 1, 2 has faster decay in |y| than ∂ix1

∂jx2
∂ky1∂

l
y2G(y + x).

By definition, we get i1, j1 ≤ 1. Next, we fix y and introduce
(B.16)

gpq(z) , ∂py1∂
q
y2G(y+ z), MG,k , max

a+b≤k
||(∂ay1∂by2G)(y+ ·)||L∞(Qx), Qx = [−x1, x1]× [−x2, x2].

We have

(B.17)
∂kxi

G(y1 + s1x1, y2 + s2x2) = ski ∂
k
yiG(x1 + s1y1, x2 + s2y2), sl ∈ {±1},

∂21G(y) = −∂22G(y), ∂x1x2gpq(x)|x=0 = ∂p+1
y1 ∂q+1

y2 G(y), ∂22grs(0) = −∂11grs(0).
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Second approximation F2. Note that taking ∂yi in Fi does not change the sign of coefficient
of G term in (B.15). Applying (B.12) with c = 1 and f = g in G2, we yield

Ipqrs(F2) = ∂px1
∂qx2

∫ x1

0

∫ x2

0

grs,all(z)dz,

grs,all = grs(z) + grs(−z) + grs(z1,−z2) + grs(−z1, z2)− 4grs(0)− 2(z21 − z22)∂11grs(0).

If max(i, j) ≤ 1, using the above notation to Iijkl(F2) and the estimate of G1− Ĝ1 in Lemma
B.2 with f = gkl, and then integrating the bounds in z2, we get

|I10kl(F2)| = |
∫ x2

0

gkl,all(x1, z2)dz2| ≤MG,d2

∫ x2

0

x41 + 6x21z
2
2 + z42

6
dz = (

x41x2
6

+
x21x

3
2

3
+
x52
30

)MG,d2 ,

where d2 = k + l+ 6. Similarly, we get

|I01kl(F2)| ≤ (
x51
30

+
x31x

2
2

3
+
x41x2
6

)AG,d2 , I11kl(F2) ≤
x41 + 6x21x

2
2 + x42

6
AG,d2 .

If max(i, j) ≥ 2, i + j ≤ 3, without loss of generality, we consider i ≥ 2. We choose
(i1, j1, k1, l1) = (i− 2, j, k + 2, l). From (B.17), we get

∂2x1
(x1x2∂12G(y)) = 0,

∂2x1
∂ky1∂

l
y2(

2(x21 − x22)x1x2
3

∂31∂2G(y)) = 4x1x2∂
k1+1
y1 ∂l1+1

y2 G)(y) = 4x1x2∂12gk1l1(0).

Using (B.17) again, we rewrite ∂ix1
∂ky1G(x + y) = ∂i1x1

∂k1y1G(x + y) and get
(B.18)
Iijkl(F2) = ∂i1x1

∂j1x2
(gk1l1(x)− gk1l1(x1,−x2)− gk1l1(−x1, x2) + gk1l1(−x)− 4x1x2∂12gk1l1(0)).

The same derivativation applies to the case of j ≥ 2, where we choose (i1, j1, k1, l1) = (i, j −
2, k, l+2). Since i1, j1 ≤ 1, using the estimate of G2 − Ĝ2 in Lemma B.2 with f = gk1l1 , we get

|I20kl(F2)|, |I02kl(F2)| ≤
2x1x2|x|2

3
MG,d2, (i1, j1) = (0, 0),

|I30kl(F2)|, |I12kl(F2)| ≤
2

3
(3x21x2 + x32)MG,d2, (i1, j1) = (1, 0),

|I21kl(F2)|, |I03kl(F2)| ≤
2

3
(x31 + 3x1x

2
2)MG,d2, (i1, j1) = (0, 1), d2 = k1 + l1 + 4 = k + l+ 6.

Note that the form (B.18) can be seen as the ∂i1x1
∂i2x2

F1. If 4 ≤ i+ j ≤ 5, we still first perform
(B.18) by choosing (i1, j1, k1, l1) = (i − 2, j, k + 2, l) or (i, j − 2, k, l+ 2) and get

Iijkl(F2) = Ii1j1k1l1(F̃1),

where F̃1 is similar to F1 in (B.15) with G replaced by gi−i1,j−j1 = ∂i−i1y1 ∂j−j1y2 G(y). Then we
apply the estimate for the first approximation below with i1 + j1 ≤ 3.

First approximation. The estimate of Iijkl(F1) is similar. Denote

i2 = i− 2⌊ i
2
⌋, j2 = j − 2⌊ j

2
⌋, k2 = k + 2⌊ i

2
⌋, l2 = l + 2⌊ j

2
⌋.

If max(i, j) ≤ 1, we get (i, j, k, l) = (i2, j2, k2, l2). Applying the estimate G2 − Ĝ2 in Lemma
(B.2) with f = gk2l2 , we get

I10kl(F1) ≤
2

3
x2(x

2
2 + 3x21)||∂dG(y + ·)||L∞(Qx) =

2

3
x2(x

2
2 + 3x21)MG,d,

I01kl(F1) ≤
2

3
x1(x

2
1 + 3x22)MG,d, I00kl(F1) ≤

2x1x2|x|2
3

MG,d, d = k2 + l2 + 4 = k + l + 4.

If (i, j) = (1, 1), we apply the estimate of G1 in Lemma (B.2) with f = ∂x1x2gkl(x) ( k, l are
number of derivatives on G(y + z)) to get

|I11kl(F1)| ≤ 2|x|2MG,d, d = k2 + l2 + 4 = k + l + 4.
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If max(i, j) ≥ 2, x1x2∂12G(0) vanishes in Iijkl . We apply derivation similar to (B.18) without
4x1x2∂12gk2l2(0) and then the estimate of G2 in Lemma B.2 with f = gk2l2 to get

|Iijkl(F1) ≤ 4x1−i21 x1−j22 ||∂2gk1l1 ||L∞(Qx) ≤ 4x1−i21 x1−j22 MG,d, d = k2 + l2 + 2 = k + l+ 4.

To bound MG,k, we apply Lemma B.3 to get

(B.19) MG,k = max
a+b≤k

||(∂ay1∂by2G)(y+ ·)||L∞(Qx) ≤
(k − 1)!

2 ·Den(x, y)k/2
, Den(x, y) = min

z∈Qx

|y−z|2.

It is not difficult to obtain that for x, y ∈ R
++
2 , we have

(B.20) Den(x, y) =
∑

i=1,2

min
|zi|≤xi

|yi − zi|2 =
∑

i=1,2

(max(yi − xi, 0))
2.

Using the above estimates, for |y| ≫ |x|, we get Den ∼ |y|2 and the decay estimate for
Iijkl(F1) (B.15) with a rate |y|−k−l−4 and Iijkl(F2) with a rate |y|−k−l−6.

B.2. Piecewise L∞ estimate of derivatives of the Green function. In this section, we
develop sharp L∞ estimates of the derivatives of the Green function G(x) = − 1

2π log |x| and
their linear combinations in a small domain [a, b]× [c, d]. They will be used in Lemmas 4.2, 4.4
to estimate the error, especially near the singularity of the kernel. We remark that the linear
combinations of ∂i1∂

j
2G can be quite complicated. If we simply use the triangle inequality to

estimate it, we can overestimate some terms with cancellation significantly, especially near the
singularity of G. These sharp estimates are useful for reducing the estimate of the error term in
Lemmas 4.2, 4.4 without choosing very small mesh, which can lead to large computational cost.

B.2.1. Coefficients of the derivatives of the Green function. To simplify the notation, we drop
1
π from G and denote fp = − 1

2 log |x|. Firstly, we derive the formulas of ∂i1∂
j
2fp. Due to

homogeneity, we assume

(B.21) ∂kx1
∂lx2

fp =

∑
i+j=k+l cijx

i
1x
j
2

|x|2(k+l) .

Next, we derive the recursive formula for cij . Using induction, we can obtain

∂k+1
x1

∂lx2
fp =

∑
i+j=k+l cij ix

i−1
1 xj2

|x|2(k+l) − 2(k + l)x1
|x|2(k+l+1)

∑

i+j=k+l

cijx
i
1x
j
2

=
1

|x|2(k+l+1)
(

∑

i+j=k+l

cij ix
i+1
1 xj2 + cijix

i−1
1 xj+2

2 − 2(k + l)cijx
i+1
1 xj2)

=
1

|x|2(k+l+1)
(

∑

i+j=k+l

(ciji+ ci+2,j−2(i+ 2)− 2(k + l)cij)x
i+1
1 xj2).

Therefore, we obtain the recursive formula

ci+1,j = icij + (i+ 2)ci+2,j−2 − 2(k + l)cij ,

for all i+ j = k + l, or equivalently,

ci,j = (i− 1)ci−1,j − 2(k + l)ci−1,j + (i+ 1)ci+1,j−2,

for all i+ j = k + l + 1. Similarly, for ∂x2 , we yield

ci,j = (j − 1)ci,j−1 − 2(k + l)ci,j−1 + (j + 1)ci−2,j+1,

for all i+ j = k + l + 1.
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B.2.2. Estimates of rational functions. We use the above formulas to develop sharp estimates
of the derivatives of fp and their linear combinations in a small grid cell [y1l, y1u] × [y2l, y2u].
For k < k2 and S ⊂ {(i, j) : i+ j = k}, we estimate

(B.22) IS ,

∑
(i,j)∈S cijy

i
1y
j
2

|y|k2 .

We assume that IS(x) is either odd in xi or even in xi for i = 1, 2. Clearly, this properties hold
for ∂kx1

∂lx2
fp (B.21). Denote i1 = mini∈S i, j1 = minj∈S j. We yield

IS =
yi11 y

j1
2

|y|i1+j1

∑
(i,j)∈S cijy

i−i1
1 yj−j12

|y|k2−i1−j1 .

We further introduce

P ,
∑

(i,j)∈S
c+ijy

i−i1
1 yj−j12 , Q ,

∑

(i,j)∈S
c−ijy

i−i1
1 yj−j12 .

We claim that i − i1, j − j1 are even for all (i, j) ∈ S. Since IS is either odd or even

in xi, i = 1, 2, the numerator
∑
cijx

i
1x
j
2 in (B.22) have the same symmetries in x1, x2. In

particular, each monomial cijx
i
1x
j
2 in (B.22) also enjoys the same symmetries in x1, x2 as IS .

If i − i1 is odd for some i, then cijx
i−i1
1 xj−j12 must be odd in x1. It implies i − i1 ≥ 1 for any

(i, j) ∈ S and contradicts the minimality of i1. The same argument applies to j1.
As a result, P and Q are monotone increasing in |y1|, |y2| ≥ 0. For |yi|l ≤ |yi| ≤ |yi|u, i = 1, 2,

we can derive the upper and lower bounds for P,Q and yield

|I| ≤ max(Pu −Ql, Qu − Pl)

|y|k2−i1−j1l

max
y∈Ω

|y1|i1 |y2|j1
|y|i1+j1

≤ max(Pu −Ql, Qu − Pl)

|y|k2−i1−j1l

(
|y1|u

(|y1|2u + |y2|2l )1/2
)i1 (

|y2|u
(|y1|2l + |y2|2u)1/2

)j1 ,

where |y|l is the lower bound of |y| and we have used the fact that zi/|z| is increasing in zi for
zi ≥ 0 to obtain its upper bound. Now, for yi ∈ [yil, yiu], we estimate |yi|l, |yi|u as follows

(B.23)
|yi| ≥ max(0, |yil + yiu|/2− (yiu − yil)/2) , |yi|l,
|yi| ≤ max(|yil|, |yiu|) , |yi|u, |y|l , (|y1|2l + |y2|2l )1/2.

Note that for yi ∈ [yil, yiu], yi can change sign.

B.3. Improved estimate of the higher order derivatives of the integrands. In the
Hölder estimate, we need to estimate the derivatives of the integrands (4.28), (4.29), (4.24),
which take the form

KC(x, y)(p(x) − p(y)) +KNCp(x),

for some weight p and kernels KC ,KNC . Using the estimates of the kernels in Appendix B.1,
B.2 and the weights in Section A.1, the Leibniz rule (A.6), and the triangle inequality, we can
estimate the derivative of the integrands. Howover, such an estimate can lead to significant
overestimates near the singularity of the integrand. We use the estimates in Appendix B.2 to
handle the cancellations among different terms and obtain improved estimates for the integrand
and its derivatives near the singularity:

(B.24) T00(x, y) , K(y − x)(p(x) − p(y)), ∂xiT00(x, y).

We choose weight p(x) that is even in x and y. The basic idea is to perform a Taylor expansion
on p(x)−p(y) and obtain the factor |x− y|, which cancels one order of singularity from K(x, y).
We use the formulas in Appendix B.2 to collect the terms with the same singularity and exploit
the cancellation.
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B.3.1. Y-discretization. In the Y-discretization of the integral, we need to estimate the y−derivatives
of the integrand (B.24). For a, b = 1, 2, denote

(B.25) D1 = ∂a, D2 = ∂b, xm =
x+ y

2
.

Next, we compute ∂jyb∂
i
xa
T00. The reader should be careful about the sign. Note that

∂xa(K(y − x)) = −(∂aK)(y − x) = −D1K(y − x).

Using the Leibniz rule, we get

∂2yb∂xaT00 = ∂2yb(−D1K(p(x)− p(y)) +K ·D1p(x)) = ∂2yb(D1K · (p(y)− p(x)) +K ·D1p(x))

= D2
2D1K · (p(y)− p(x)) + 2D2D1K ·D2p(y) +D1K ·D2

2p(y) +D2
2K ·D1p(x).

We use Taylor expansion at x = xm and write
(B.26)

p(y)− p(x) = (y − x) · ∇p(xm) + pm,2,err, ∂ip(z) = ∂ip(xm) + (∂ip(z)− ∂ip(xm)), z = x, y,

|f(z)− f(xm)− (z − xm) · ∇f(xm)| ≤ 1

2

d21
4
||fxx||L∞(Q) +

d1d2
4

||fxy||L∞(Q) +
1

2

d21
4
||fxx||L∞(Q) , If .

for d = y − x, z = x, y and any f , where Q is the rectangle covering x, y. Then pm,2,err is
bounded by 2Ip. Combining the terms involving ∇p, we get
(B.27)

∂2yb∂xaT00 =
∑

i=1,2

(
D2

2D1K · (yi − xi) + 1D2=∂i2D2D1K + 1D1=∂iD
2
2K

)
· ∂xip(xm) +D2

2D1K · pm,2,err

+ 2D2D1K · (D2p(y)−D2p(xm)) +D2
2K · (D1p(x)−D1p(xm)) +D1K ·D2

2p(y)

,
( ∑

i=1,2

Ii · ∂xip(xm)
)
+ II1 + II2 + II3 + II4,

Ii , D2
2D1K · (yi − xi) + 1D2=∂i2D2D1K + 1D1=∂iD

2
2K,

where ∂i1∂
j
2K is evaluated at y − x, and IIi denotes the last four terms in the second equation.

The first term is the most singular term. We combine the most singular terms to exploit the
cancellation and improve the estimates. We estimate the kernels

(B.28) Kmix(D1, D2, i, s)(z1, z2) , D2
2D1K(z)zi + 1D2=∂i2D2D1K(z) + s1D1=∂iD

2
2K(z),

with s = ±1 and D1, D2 ∈ {∂1, ∂2}. Then we can bound ∂2yb∂xaT00 using the triangle inequality.
When D1 = D2, we have an improved estimate for II2, II3

(B.29) II2 + II3 = D2
2K(D2p(y)−D2p(xm) + (D2p(y) +D2p(x)− 2D2p(xm))).

We estimate D2p(y) +D2p(x)− 2D2p(xm) using (B.27) with f = D2p and z = x, y.

B.3.2. The second singular term. For x = (x1, x2) close to the y−axis or the x-axis, since we
have symmetrized the integral, we have another singular term in the integrand

T01 , K(y1 − x1, y2 + x2)(p(x) − p(y)), or T10 , K(y1 + x1, y2 − x2)(p(x) − p(y)).

We have the first term if x2 < x1 and x2 close to 0, and the second term if x1 < x2 and x1
close to 0. We label the former case with side = 1 and the latter side = 2. See the right figure
in Figure 1 for an illustration of the first case. The T01 term is supported in the blue region
R(x, k, S). Denote

(B.30) (s1, s2) = (1,−1) if side = 1, (s1, s2) = (−1, 1) if side = 2.
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Case I. If (D1, side) = (∂1, 1) or (∂2, 2), we obtain

∂xjK(y1 − s1x1, y2 − s2x2) = −∂yjK(y1 − s1x1, y2 − s2x2),

for (j, s1, s2) = (1, 1,−1) or (2,−1, 1). The computations for ∂2yb∂x1T01, ∂
2
yb∂x2T10 are the same

as (B.27) with K and its derivatives evaluating at z = (y1 − s1x1, y2 − s2x2).

We estimate IIi in (B.27) directly using the triangle inequality and the bounds for ∂i1∂
j
2K in

Section B.1, B.2 and p in Section A.1. For Ii in (B.27) in the most singular term, if i = side,
from definition (B.30), we get

si = 1, s3−i = −1, zi = yi − sixi = yi − xi, z3−i = y3−i + x3−i.

Therefore, it follows

Ii = D2
2D1K(z) · (yi − xi) + 1D2=∂i2D2D1K(z) + 1D1=∂iD

2
2K(z) = Kmix(D1, D2, i, 1)(z),

where Kmix is defined in (B.28). If i 6= side, we have zi = yi+xi ≥ |yi−xi|, z3−i = y3−i−x3−i.
We simply bound the summand using the triangle inequality

|Ii| ≤ |D2
2D1K(z)| · |yi − xi|+ 1D2=∂i2|D2D1K(z)|+ 1D1=∂i |D2

2K(z)|.

Case II. If (D1, side) = (∂1, 2) or (∂2, 1), we obtain

∂xjK(y1 − s1x1, y2 − s2x2) = (∂yjK)(y1 − s1x1, y2 − s2x2),

for (j, s1, s2) = (1,−1, 1) or (2, 1,−1). Recall the definitions of D1, D2 (B.25). Using the above
identity, we yield

∂2yb∂xaT = ∂2yb(D1K · (p(x) − p(y)) +K ·D1p) = −(∂2yb(D1K · (p(y)− p(x))−K ·D1p)),

for T = T01 or T10. Using an expansion similar to that in (B.27), (B.26), we get
(B.31)

−∂2yb∂xaT =
∑

i=1,2

(D2
2D1K · (yi − xi) + 1D2=∂i2D2D1K − 1D1=∂iD

2
2K) · ∂xip(xm) +D2

2D1K · pm,2,err

+ 2D2D1K · (D2p(y)−D2p(xm))−D2
2K · (D1p(x)−D1p(xm)) +D1K ·D2

2p(y)

,
( ∑

i=1,2

Ii · ∂xip(xm)
)
+ II1 + II2 + II3 + II4,

Ii , D2
2D1K · (yi − xi) + 1D2=∂i2D2D1K − 1D1=∂iD

2
2K,

where ∂i1∂
j
2K is evaluated at z = (y1 − s1x1, y2 − s2x2). We bound IIi using triangle inequality,

the estimate (B.29), and the bounds for K, its derivatives, and p in Sections B.1, B.2, and A.1.
For Ii, if i = side, from (B.30), we get si = 1 and zi = yi − sixi = yi − xi. Hence, we get

Ii = D2
2D1K · (yi − xi) + 1D2=∂i2D2D1K − 1D1=∂iD

2
2K = Kmix(D1, D2, i,−1)(z),

where Kmix is defined in (B.28).
If i 6= side and D1 = D2 = ∂i, we have zi = yi−sixi = yi+xi and get a cancellation between

D2D1K and D2
2K and yield

|Ii| = |D2
2D1K · (yi − xi) +D2D1K| ≤ |D2

2D1K| · |yi − xi|+ |D2D1K|.

Otherwise, we simply bound each term in Ii using the triangle inequality.

B.3.3. X-discretization. For K(s) = s1s2
|s|4 ,

1
2
s21−s22
|s|4 , we have K(s) = K(−s). Denote

T = K(y − x)(p(x) − p(y)) = K(x− y)(p(x)− p(y)).

In this section, we compute ∂ixb
∂jxa

T . Using the Taylor expansion at x

p(x) − p(y) = (x− y) · ∇p(x) + px,2,err,
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and calculations similar to those in Section B.3.1, we get
(B.32)
∂2xb

∂xaT = ∂2xb
(D1K · (p(x)− p(y)) +KD1p(x)) = D2

2D1K · (p(x)− p(y)) + 2D1D2K ·D2p(x)

+D1K ·D2
2p(x) +D2

2K ·D1p(x) + 2D2K ·D1D2p(x) +K ·D1D
2
2p(x)

=
∑

i=1,2

(D2
2D1K · (xi − yi) + 1D2=∂i2D1D2K + 1D1=∂iD

2
2K)∂ip(x) +D2

2D1K · px,2,err

+D1K ·D2
2p(x) + 2D2K ·D1D2p(x) +K ·D1D

2
2p(x) ,

( ∑

i=1,2

Ii · ∂ip(x)
)
+ II,

Ii , D2
2D1K · (xi − yi) + 1D2=∂i2D1D2K + 1D1=∂iD

2
2K,

where II consists of the last four terms in the third equation, K and its derivatives are evaluated
at x− y. Since D1, D2 = ∂xi , we get

Ii = D2
2D1K · (xi − yi) + 1D2=∂i2D1D2K + 1D1=∂iD

2
2K = Kmix(D1, D2, i, 1)(x− y),

where Kmix is defined in (B.28). We use the bound for Kmix, ∂
i
1∂
j
2K and p to estimate D2

2D1T .

B.3.4. The second singular term. Similar to Section B.3.2, we have the second singular term for
x close to the x-axis or y-axis

T01 , K(x1 − y1, x2 + y2)(p(x) − p(y)), T10 , K(x1 + y1, x2 − y2)(p(x) − p(y)).

We have the former if x2 < x1 and x2 close to 0, and the latter if x1 < x2 and x1 close to 0.
Using the definition of side, s1, s2 from Section B.3.2 and (B.30), we get

∂xaK(x1 − y1s1, x2 − y2s2) = (D1K)(x1 − y1s1, x2 − y2s2).

Then the computations of D2
2D1T are the same as those in (B.32) with ∂i1∂

j
2K evaluated at

z = (x1 − s1y1, x2 − s2y2). We bound II in (B.32) directly using the triangle inequality and

the bounds for ∂i1∂
j
2K and p. For Ii in (B.32), if i = side, from (B.30), we get si and zi =

xi − siyi = xi − yi. It follows

Ii = D2
2D1K · zi + 1D2=∂i2D1D2K + 1D1=∂iD

2
2K = Kmix(D1, D2, i, 1)(z).

If i 6= side, we have zi = xi + yi > |xi − yi|. We bound each term in Ii separately by following
the previous argument.

B.4. Estimate of u(x) for small x1. In the energy estimate, we need to estimate (u(x) −
û(x))ϕ(x) with weight ϕ singular along the line x1 = 0, where û(x) is a finite rank approximation
of u(x). We use the property that u vanishes on x1 = 0 to establish such an estimate.

By definition and symmetrizing the kernel using the odd symmetry of ω, we have

u(x, y) =
1

2π

∫

y1≥0

( x2 − y2
|x− y|2 − x2 − y2

(x1 + y1)2 + (x2 − y2)2

)
ω(y)dy =

1

π

∫

y1≥0

K(x, y)W (y)dy,

where
(B.33)

K =
1

2
(
x2 − y2
|x− y|2 − x2 − y2

(x1 + y1)2 + (x2 − y2)2
) = x1 ·

2(x2 − y2)y1
|x− y|2((x1 + y1)2 + (x2 − y2)2)

, x1Kdu(x, y) = x1K̃du(x1, y1, x2 − y2), K̃du(x, y, z) =
2yz

((x− y)2 + z2)((x+ y)2 + z2)
.

We define Kapp as the symmetrized kernel in R
++
2 for û similar to that in Section 4.2. Since W

is odd in y2, we can symmetrize the integral in y2 and obtain the full symmetrized integrand

x1Kdu(x, y)− x1Kdu(x1, x2, y1,−y2) = x1(K̃du(x1, y1, x2 − y2)− K̃du(x1, y1, x2 + y2)).

Since K is −1 homogeneous, using a rescaling argument, for x = λx̂, y = λŷ, , we have

(B.34) u =
λ

π

∫

ŷ1≥0

(
1Sc(ŷ)K(x̂, ŷ)−Kapp,λ(x̂, ŷ)

)
ωλ(ŷ) + 1S(ŷ)K(x̂, ŷ)ωλ(ŷ)dŷ , I + II,
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for some rescaled kernel Kapp,λ(x̂, ŷ), where S = R(x̂, k) is the singular region (4.18) adapted
to x̂. For I, we further rewrite it and estimate it as follows

(B.35)

|I| = λ

π
x̂1

∣∣∣
∫

ŷ1≥0,ŷ /∈S

(
1Sc(ŷ)Kdu(x̂, ŷ)−

1

x̂1
Kapp,λ(x̂, ŷ)

)
ωλ(ŷ)dy

∣∣∣

≤ λ

π
x̂1||ωϕ||L∞

∫

ŷ1≥0

∣∣∣1Sc(ŷ)Kdu(x̂, ŷ)−
1

x̂1
Kapp,λ(x̂, ŷ)

∣∣∣ϕ−1
λ (ŷ)dŷ.

Since the integral is not singular, we can use the previous method to discretize the integral and
obtain its tight bound.

Derivative bounds. To estimate the error in the Trapezoidal rule in Lemma 4.2, we need
to bound ∂2xi

Kdu(x, y), ∂
2
yiKdu(x, y). Since 1

xCu0(x, y),
1
xCu(x, y) (4.5) are smooth, from the

construction in Section 4.3, the kernel 1
x1
Kapp(x, y) and its rescaled version are regular in x̂.

We estimate its derivatives following Section 4.1. Since Kdu(x, y) =
1
x1
K(x, y) (B.33), K(x, y)

is harmonic in y, and |∂2x2
K(x, y)| = |∂2y2K(x, y)|, we get

∂2y1Kdu(x, y) = −∂2y2Kdu(x, y), |∂2y2Kdu(x, y)| = |∂2x2
Kdu(x, y)|.

Thus, we only need to bound |∂2x1
Kdu| and |∂2y1Kdu|, or ∂2xK̃du and ∂2yK̃du using the relation

(B.33). We derive the formulas of ∂2xK̃du and ∂2yK̃du and then estimate them using methods

similar to that in Appendix B.2. We have an improved estimate for ∂yK̃du in {x}×[yl, yu]×[zl, zu]
near the singularity. A direct computation yields

∂2yK̃du(x, y, z) = 24yz
(z4 − (x2 − y2)2)(x2 + y2 + z2)

T 3
−T

3
+

+ 64
x2y3z3

T 3
−T

3
+

=
yz

T 2
−T

2
+

(
12(

1

T−
+

1

T+
)(z4 − (x− y)2(x+ y)2) + 64x2

y2z2

T−T+

)
, T± = (x± y)2 + z2.

where we have used 1
T−

+ 1
T+

= 2x
2+y2+z2

T−T+
. We apply the estimate of Kdu to x, y ≥ 0. Since

|∂2yK̃du| is even in z, without loss of generality, we consider z ≥ 0. Then for P2, we have

z/T
1/2
− , y/T

1/2
+ are increasing in z, y, respectively. To bound other terms, we simply use the

monotonicity of the polynomials, (B.22), interval operation (A.4), (A.5), and follow Section
B.2.1. For example, we use (B.23) to bound (x − y)2, (x+ y)2 and

0 ≤ y

T
1/2
+

≤ yu
((x+ yu)2 + z2l )

1/2
, 0 ≤ z

T
1/2
−

≤ zu
(|x− y|2l + z2u)

1/2
.

x̂1 not small. For II in (B.34), if x̂1 ≥ xl = 2h > 0 away from 0, we have |Kdu(x̂, ŷ)| . 1
xl

1
|x̂−y| ,

which is integrable near the singularity x̂. We estimate II using

|II| ≤ λ

π
x̂1

∫

ŷ1≥0,ŷ∈S
|Kdu(x̂, ŷ)|ϕ−1

λ (ŷ)dŷ||ωϕ||∞, S = R(x̂, k).

We follow Section 4.1.6 by introducing ŷ = x̂+s, s ∈ S−x̂, decomposing S−x into the symmetric
part Dsym and non-symmetric part Dns and estimating the piecewise integral of Kdu(x̂, ŷ)

Dsym = Rs(x̂, k)− x̂, Dns = (R(x̂, k)\Rs(x̂, k))− x̂,

|Kdu(x̂, ŷ)|1ŷ1≥0 = |F |1x̂1+s1≥0, F =
(x̂1 + s1)s2

|s|2((s1 + 2x̂1)2 + s22)
,

and piecewise bounds of ϕ−1
λ (y), where we have used (B.33) to obtain the above formula. We

observe that |F | is even in s2 and F ≥ 0 for s ∈ Q = [a, b] × [c, d] with c, d ≥ 0. We estimate
the piecewise integrals of F in Q in Section 6.2 in the supplementary material II [11]. Denote

X+
1 , {y : y1 ≥ 0}. If x̂1 ≥ kh, we get S ∩ X+

1 = R(x̂, k) and the regions Dsym, Dns are the
same as those in Section 4.1.6. If x̂1 ∈ [ih, (i + 1)h), i < k, the region S touches {y : y1 = 0}
and we get

S ∩X+
1 = [0, (i+ k + 1)h]× [(j − k)h, (j + 1 + k)h], for x2 ∈ [jh, (j + 1)h]
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In this case, the symmetric and non-symmetric region becomes smaller. We do not have the left
edge in the middle figure in Figure 2, part of the upper and the lower edge due to the restriction
ŷ1 = s1 + x̂1 ≥ 0. The estimate of the integrals for s ∈ S ∩X+

1 − x̂1 follows similar argument.

Small x̂1. The difficulty is to estimate II for small x̂1 ≤ 2h. It is not difficult to obtain that

(B.36) |II| . λ

π
||ωλ||L∞(S)x̂1| log(x̂1)|.

Thus we cannot bound II by Cx̂1 for some constant C uniformly for small x̂1. Denote by

(B.37)

Ssym = [0, x̂1 + kh]× [x̂2 − kh, x̂2 + kh], Sin,1 = [0, x̂1]× [x̂2 − kh, x̂2 + kh],

Sin,2 = [x̂1, x̂1 + h]× [x̂2 − h, x̂2 + h], Sin = Sin,1 ∪ Sin,2
Sout = [x̂1, x̂1 + hk]× [x̂2 − kh, x̂2 + kh]\Sin,2, ŷ = x̂+ x̂1s.

See the right figure in Figure 2 for an illustration of different regions. By definition, we have
Ssym = Sout ∪ Sin,1 ∪ Sin,2. Here Sin captures the most singular region. Then ŷ ∈ Sin is
equivalent to

(B.38)

s ∈ x̂−1
1 (Sin − x̂) = x−1

1 ([−x̂1, 0]× [−kh, kh] ∪ [0, h]× [−h, h]) , R1(B1) ∪R2(B2),

R1(B1) = [−1, 0]× [− 1

B1
,
1

B1
], R2(B2) = [0,

1

B2
]× [− 1

B2
,
1

B2
], B1 =

x̂1
kh
, B2 =

x̂1
h
.

We further decompose II as follows

II =
λ

π
x̂1

∫

y1≥0

(1S\Ssym
(ŷ)+1Sout(ŷ)+1Sin,1(ŷ)+1Sin,2(ŷ))Kdu(x̂, ŷ)ωλ(ŷ)dŷ =

λx̂1
π

(II1+II2+IIin,1+IIin,2).

The integrals II1, II2 capture the non-symmetric part and the symmetric part away from the
singularity. We apply L∞ estimate and the method in Sections 4.1.6, 4.1.9. For IIin,i, using a
change of variables (B.37), (B.38), we derive

IIin,i =

∫

s∈Ri(Bi)

Kdu(x̂, x̂+ x̂1s)x̂
2
1ωλ(x̂+ x̂1s)ds.

Note that ŷ − x̂ = x̂1s, ŷ1 + x̂1 = x̂1(2 + s1), ŷ2 − x̂2 = x̂1s2. By definition (B.33), we get

Kdu(x̂, x̂+ x̂1s)x̂
2
1 = − 2x̂1s2 · (x̂1 + x̂1s1)

x̂21|s|2 · x̂21((s1 + 2)2 + s22)
x̂21 = − 2(s1 + 1)s2

|s|2((s1 + 2)2 + s22)
, −Ks(s),

IIin,i = −
∫

Ri(Bi)

Ks(s)ωλ(x̂+ x̂1s)ds.

Since Ks(s) is symmetric in s2, we derive

|IIin,1| ≤||ωϕ||∞( max
z∈[−x̂1,0]×[0,kh]

ϕ−1
λ (x̂+ z) + max

z∈[−x̂1,0]×[−kh,0]
ϕ−1
λ )J1(B1),

|IIin,2| ≤||ωϕ||∞( max
z∈[0,h]×[0,h]

ϕ−1
λ + max

z∈[0,h]×[−h,0]
ϕ−1
λ )J2(B2),

where Bi is given in (B.38) and

J1(B1) =
∣∣∣
∫

[−1,0]×[0,1/B1]

Ks(s)ds
∣∣∣ =

∫

[−1,0]×[0,1/B1]

Ks(s)ds, J2(B2) =

∫

[0,1/B2]2
Ks(s)ds.

The formula of Ji can be obtained using the analytic integral formula for Ks, and obviously Ji
is decreasing in B. Note that J1(B) is bounded, but J2(B) . 1 + log(B) . 1 + | log x̂1|, which
relates to the estimate (B.36). We refer the formulas of Ji to Section 6.2 in the supplementary
material II [11].

B.5. Additional derivations.
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B.5.1. Estimate of the log-Lipschitz integral. In this section, we derive the coefficient in the
estimate of ∂x2I5,4(x) (4.60), (4.61). For I5,4, we further decompose it as follows

I5,4 =
( ∫

R(k2)\Rs(k2)

+

∫

Rs(k2)\Rs(b)

+

∫

Rs(b)\Rs(a)

)
K(x−y)(ψ(x)−ψ(y)W (y)dy , I5,4,1+I5,4,2+I5,4,3.

In practice, we choose b = 2. The first two terms are nonsingular and their derivatives can be
estimated using the method in Sections 4.1.6-4.1.9. For I5,4,3, using the second order Taylor
expansion to ψ(x) − ψ(y) centered at x, we have

∂x2(K(x− y)(ψ(x) − ψ(y))) = (∂2K)(x− y)(ψ(x) − ψ(y)) +K(x− y)∂2ψ(x)

=(∂2K(x− y)(x2 − y2) +K(x− y))∂2ψ(x) + ∂2K(x− y)(x1 − y1)∂1ψ(x) +RK ,

where the remainder RK coming from the higher order term in the Taylor expansion satisfies

|RK | ≤
∑

i+j=2

||∂ix∂jyψ||L∞(Q)|x1 − y1|i|x2 − y2|jcij ,

where Q = Bi1j1(hx) + [−bh, bh]2 and c20 = c02 = 1
2 , c11 = 1. It follows

|∂x2I5,4,3| ≤ ||ωϕ||∞
∑

0≤i≤1,0≤j≤i+1

Scoeij(x) · fij(a, b),

where the coefficients Scoeij(x) depend on the weight ψ, ϕ, and fij(a, b) is the upper bound of
the integral

(B.39)

∫

[−b,b]2\[−a,a]2
|∂2K(y) · yi1yj2 + 1(i,j)=(0,1)K(y)|dy ≤ fij(a, b).

For example, Scoe01 comes from the following estimate for I5,4,3∫

Rs(b)\Rs(a)

|(∂2K(x− y)(x2 − y2) +K(x− y))∂2ψ(x)|ω(y)dy

≤||ωϕ||∞||ϕ−1||L∞(Q) · |∂2ψ(x)|
∫

[−b,b]2\[−a,a]2
|∂2K(s)s2 +K(s)|ds.

The function fij(a, b) satisfies the following estimates

f1j(a, b) ≤ B1j log(b/a), j = 1, 2,

with some constants B1j . We refer the derivations to Section 5.1.5 in the supplementary material
II [11].

B.5.2. Optimization in the Hölder estimate. Consider

max
t≤tu

min
a≤b

F (a, t), F (a, t) = (A+B log
b

a
)
√
t+

Ca√
t
,

in the upper bound in (4.68). For each t ≤ tu, we first optimize F (a, t) over a ≤ b. We assume
that A,B,C, b, c, h, hx are given. Denote

tu = chx, t1 =
Cb

B
.

For a fixed t, since ∂2aF > 0, ∂aF (0, t) < 0 and ∂aF (a, t) = 0 if a = Bt
C , we choose a =

min(b, BtC ). For t ≤ Cb
B = t1, we get

min
a≤b

F (a, t) ≤ F (
Bt

C
, t) = (A+B log

bC

B
+B)

√
t−B

√
t log t.

The right hand side can be further estimated by studying the concave function on s = t1/2 ≤ su

f(p, q, s) = (p− q log s)s ≤ f(p, q,min(su, s∗)), s∗ = exp(
p− q

q
)

with p = A + B log( bCB ) + B, q = 2B, su = min(t
1/2
u , t

1/2
1 ). We get the above inequality since

f(p, q, s) is increasing for s ≤ s∗ and is decreasing for s ≥ s∗.
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If CbB ≤ t ≤ tu, we choose a = b and get

min
a≤b

F (a, t) ≤ F (b, t) = A
√
t+

Cb√
t
,

which is convex in t1/2. Thus its maximum is achieved at the endpoints.

Appendix C. Representations and estimates of the solutions

In Section 7 of Part I [13], we represent the approximate steady state as follows

(C.1)

ω̄ = ω̄1 + ω̄2, θ̄ = θ̄1 + θ̄2, ω̄1 = χ(r)r−αg1(β), θ̄1 = χ(r)r1−2αg2(β),

φ̄N = φ̄N1 + φ̄N2 + φ̄N3 + φ̄Ncor, φ̄N3 = āχφ,2D, χφ,2D = −xyχφ(x)χφ(y),

φ̄Ncor = −c · xy
2

2
κ∗(x)κ∗(y) = cφ1, c = ∂x(ω̄ +∆(φ̄N1 + φ̄N2 + φ̄N3 )), α = − c̄ω

c̄l
≈ 1

3
,

where ω̄2, θ̄2, φ̄
N
2 have compact supports and are represented as piecewise polynomials, ā ∈ R is

some coefficient, κ∗ is given in (D.5), φ1 is the same as (3.14), χφ is given in (D.7). We choose
a small correction φ̄cor similar to that in Section 3.2 so that ω̄+∆φ̄N = O(|x|2) near 0. We use
upper script N to distinguish the numerical approximation φ̄N for the exact stream function
φ̄ = (−∆)−1ω̄. We have discussed how to find the semi-analytic part in Section 7 of Part
I [13]. We will discuss how to estimate the semi-analytic part in Section C.3. In the following
sections, we discuss more details about the representations and establish rigorous estimate of
the derivatives of ω̄2, θ̄2.

Note that we we do not need an approximation term φ̄3 for the stream function in solving
the linearized equation in Section 3 since we can allow a larger residual error in Section 3.

C.1. Representations. In a large domain [0, L]2, we use piecewise polynomials to represent
the solution. Firstly, we choose a large L of order 1015 and then design the adaptive mesh
y−5 < .. < y0 = 0 < y1 < .. < yN−1 = L,N = 748 to partition [0, L].

Adaptive mesh. We design three parts of the mesh yi, i ∈ Ij , [aj , bj], a0 = 0 as follows

yi =
i

256
, i = −5, 1, .., b1, ya2+i = ya2 + F (ih3), i = 1, .., b2 − a2,

ya3+i = ya3 exp(ir1), i = 1, .., b3 − a3, r0 = 1.025, r1 = 1.15

F (z) =
h2
h3
z exp(rz2), r = log(

r0
1 + h3

)
1

(1 + h3)2 − 1
, h2 =

1

128
, h3 =

1

b2 − a2
.

Since we need to estimate the weighted L∞ norm of the residual error with a singular weight
of order |x|−β , β ≈ 3 near x = 0, we use uniformly dense mesh near 0 so that we have a very
small residual error. In the far-field, we use a mesh that grows exponentially fast in space. Note
that the error estimate f − I(f) for the k−th order interpolation of f on [yi, yi+1] reads

|f − I(f)| ≤ C(yi+1 − yi)
k|∂kxf |.

For large x, we expect that ∂kxf has a decay rate |y|−k−α if |f | . |y|−α for α > 0. Thus, to get

a uniformly small error in the far-field, we just require yi+1−yi
yi

≤ ε with ε < 1. This allows us

to choose an exponentially growing mesh in the far-field and cover a very large domain without
using too many points. We use the second part of the mesh to glue the first part of the mesh,
which grows linearly, and the third part of the mesh. The functions F (z) behaves linearly for z
close to 0, and it grows exponentially fast with rate r1 for z close to 1:

F (1 + h3)/F (1) = (1 + h3) exp(r((1 + h3)
2 − 1)) = (1 + h3) exp(log(r0/(1 + h3))) = r0.

Parameters h2, h3 control the mesh size ya2+1−ya2 = F (h3) = h2 exp(rh
2
3) ≈ h2. We further glue

yi, i ∈ [bj , aj+1], j = 1, 2 using the Lagrangian interpolation for j = 1. For j = 2, we interpolate
the growth rate using exp(log(r0)l(i) + (1− l(i)) log(r1)) with l(i) linear in i ∈ [b2, a3].

In our numerical computation, we compute the derivatives of the solution using the B-spline
basis, see e.g., (C.5), and do not use the Jacobian related to the adaptive mesh. In particular,
we do not use derivatives of the map f(i) = yi, and have more flexibility to design the mesh.
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Let n1 = 720 < N . We solve the dynamic rescaling equation (2.10)-(2.11) on first n1 ×
n1, (yi, yj), i, j ≤ n1 − 1 grids. We construct

(C.2) ω̄2(x, y) =
∑

0≤i≤n1+11,−2≤j≤n1+1

aijB1,i(x)Bj(y),

where aij ∈ R is the coefficient, Bi(x), Bj(y) are constructed from the 6−th order B-spline

(C.3) Bi(x) = CiBi0(x), Bi0(x) =
∑

0≤j≤k
k
(sij − x)k−1

+

dj
, dj =

∏

0≤l≤k,l 6=j
(sij − sil),

with k = 6. The constant Ci will be chosen in (C.9), (C.10) so that the stiffness matrix associated
to these Bspine basis has a better condition number. The points sij are chosen as follows

sij = yi+j−3, 0 ≤ j ≤ k = 6.

Then the B-spline Bi is supported in [yi−3, yi+3] and is centered around yi. Since ω is odd in x,
to impose this symmetry in the representation, we modify the first few basis

(C.4) B1,i(x) = Bi(x) −Bi(−x), i ≤ 2.

Then Bi is odd. We remark that B1,0(x) ≡ 0.

Extrapolation. Near the boundary y = 0, we need 2 extra basis functions ai,−jB−j(y), j = 1, 2
that are not zeros in y1 ≥ 0. Without these 2 basis functions, the representation (C.2) does not
approximate ω̄ with a 6− th order error. We use a 7-th order extrapolation [41,42] to determine
ai,−j

ai,−j =
∑

0≤l≤6

C3−j,l+1ai,l, C1,· = (28,−112, 210,−224, 140,−48, 7), C2,· = (7,−21, 35,−35, 21,−7, 1).

We choose Cj,l such that the 7-th difference of ai,j ,−2 ≤ j ≤ 6 is 0. Since ai,−j depends on ai,l
linearly, we can combine ai,−jBi,−j , j = 1, 2 with ai,lBi,l and modify (C.2) as follows

(C.5)
ω̄2(x, y) =

∑

0≤i,j≤n1+1

aijB1,i(x)B2,j(y),

B2,j(y) = Bj(y) + C2,j+1B−1(y) + C1,j+1B−2(y), 0 ≤ j ≤ 6, B2,j(y) = Bj(y), j ≥ 7.

The modified basis functions B1,i, B2,j are still piecewise polynomials in [yl, yl+1].

Far-field extension. In (C.2),(C.5), we use Bspline B1,i(x), Bj(y) up to i, j ≤ n1 + 1 rather
than n1 − 1 since the support of B1,i, Bj intersects [0, yn−1]

2 for i, j ≤ n1 − 1. To determine
the extra coefficients, we first extend the grid point values of ω2(x, y) from (yi, yj) with i, j ≤
n1 − 1 to i, j ≤ n1 + l0 − 1 by ω2(yn1+l, yj) = P (yn1+l; yj), l = 0, 1, .., l0 − 3, where P is the
Lagrangian interpolation polynomials on (yn1−1, ω(yn1−1, yj)), (yn1+l0−3, 0), (yn1+l0−2), 0). We
impose ω2(yn1+l, yj) = 0, l = l0 − 3, l0 − 2, l0 − 1. Similarly, we extend ω(yi, yn+l). Note that ω2

is odd and B1,0 = 0. We solve the coefficents akl, 1 ≤ k ≤M, 0 ≤ l ≤M from

ω2(yp, yq) =
∑

1≤i≤M,0≤j≤M
aijB1,i(x)B2,j(y), 1 ≤ p ≤M, 0 ≤ q ≤M, M = n1 + l0 − 1 .

The value a0j is not used since B1,0 ≡ 0. To simplify the notation, we keep it. We only keep
aij , i, j ≤ n1 + 1 and obtain (C.5). In practice, we choose l0 = 8 and the above construction
provides a solution with tail decaying smoothly to 0 for |y|∞ ≥ yn1+l0−1.

To solve the dynamic rescaling equations numerically (2.10)-(2.12) (see Section 7 Part I), we
update the grid point value of ωn+1 at time tn+1, and then use the above method to obtain aij .

For the density θ̄2, the representation is similar

(C.6) θ̄2 = x
∑

0≤i,j≤n1+1

aijB1,i(x)B2,j(y).

Here, we multiply x since θ̄ is even and vanishes O(x2) near x = 0.
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For the stream function φ̄N2 (C.1), we choose n2 > n1 and represent it as follows

(C.7) φ̄N2 =
∑

0≤i,j≤n2−1

aijB̃1,i(x)B̃2,j(y)ρp(y).

Instead of using the above extension to determine the extra coefficients, we perform an addi-
tional extrapolation for the basis in the far-field similar to (C.5)

B̃l,j(z) = Bl,j(z), j ≤ n2 − 8, B̃l,j(z) = Bj(z) + C2,n2−jBn2(z) + C1,n2−jBn2+1(z).

We multiply ρp(y) given below to impose the Dirichlet boundary condition

(C.8) ρp(y) = arctan(1 + y)− 1.

We can obtain the exact formulas of ∂ixρp using a symbolic computation. We use induction to
obtain rigorous estimate of ∂ixρp. See Section D.3.

We choose Ci in (C.3) of order si,j+1 − si,j as follows

(C.9) Ci = y1, i ≤ 9, Ci = (si,4 − si,2)/2, i > 9,

so that the summand in (C.3) has order 1 for x in the support [yi−3, yi+3]. When we need to
perform extrapolation for anBn, an+1Bn+1 from aiBi, i ≤ n− 1, e.g. (C.7), we modify the last
few terms as follows

(C.10) Ci = (yn − yn−1)/100, n− 9 ≤ i.

We chooseCi to be constant for i close to 0 or i close to n1 since we need to perform extrapolation,
and the choice of the constant does not affect the extrapolation formula for aij .

Far-field angular profile. To represent the far-field angular profile of ω̄1, θ̄1, φ̄
N
1 (C.1), we

design adaptive mesh 0 = β0 < β1 < .. < βm = π/2, and use 8-th order Bspline to represent

ω̄, ζ̄ = θ̄
x1

g(π/2− β) =
∑

i≥0

biB
(8)
1,i (β), gφ(π/2− β) = ((π/2)2 − β2)

∑

i

biB̃
(8)
i (β), β ∈ [0, π/2],

where B
(8)
1,i is 8-th order Bspline (C.3) k = 8 with odd modification (C.4). Since ω̄, ζ̄ are odd in

x, in the angular direction, this symmetry becomes odd in β = π/2. To impose it, we write g in

terms of π/2− β and modify the first few B-spline Bi (C.3) following (C.4) so that B̃1,i is odd
at β = 0. Then g is odd in β = π/2. The stream function φ̄N satisfies the boundary condition
φ̄N (x, 0) = 0. For the angular profile, we need gφ(0) = 0, and use the weight π/2− β to impose
this condition. We further modify a few Bspline B1,i(β) supported near β = π/2 using 9-th

order extrapolation similar to (C.5) near β = π/2 and get B̃1,i(β). We choose the mesh βi to
be equi-spaced near β = π/2 and determine the coefficients for extrapolation similar to (C.5).
We remark that to evaluate the derivative ∂iβg at π/2− β, we have the sign (−1)k

(∂kβg)(π/2− β) = (−1)k∂kβg(π/2− β) =
∑

bi∂
k
βB

(8)
1,i (β).

We discuss how to obtain these angular profiles in Section 7 in [13].

C.2. Estimate of the derivatives of piecewise polynomials. Our approximate steady state
in a very large domain is represented as piecewise polynomials. We discuss how to estimate its
derivatives. Suppose that we can evaluate a function f on finite many points. For example, f
is an explicit function or a polynomial. To obtain a piecewise sharp bound of f on I = [xl, xu],
we use the following standard error estimate

(C.11) max
x∈I

|f(x)| ≤ max(|f(xl)|, |f(xu)|) +
h2

8
||fxx||L∞(I), h = xu − xl,

If we can obtain a rough bound for fxx, as long as the interval I is small, i.e., h is small, the
error part is small. Similarly, if we can obtain a rough bound for ∂k+2

x f , using induction and
the above estimate recursively,

max
x∈I

|∂ixf(x)| ≤ max(|∂ixf(xl)|, |∂ixf(xu)|) +
h2

8
||∂i+2

x f ||L∞(I),
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for i = k, k − 1, ..., 0, we can obtain the sharp bound for ∂ixf on I. We call the above method
the second order method since the error term is second order in h.

C.2.1. Estimate a piecewise polynomial in 1D. Suppose that p(x) is a piecewise polynomials on
x0 < x1 < .. < xn with degree d, e.g. Hermite spline. Denote Ii = [xi, xi+1]. Then p(x) is a
polynomial in each Ii with degree ≤ d. Our goal is to estimate ∂kxp(x) in Ii for all k by only
finite many evaluations of p(x) and its derivatives.

Firstly, we have

∂kxp(x) = 0, k > d, ∂dxp(x) = cp,

for some constant cp in Ii.
Now, using induction from k = d− 1, d− 2, .., 0, we have

max
x∈Ii

|∂kxp(x)| ≤ max(|∂kxp(xi)|, |∂kxp(xi+1)|) +
h2i
8
||∂k+2

x p||L∞(Ii), hi = xi+1 − xi.

Since we know ∂d+1
x p(x) = 0 on Ii, using the above method, we can obtain the sharp piecewise

bounds for all derivatives of p(x) on Ii.
Using the above approach, we can estimate the derivatives of the angular profile defined

Section 7.1 of Part I [13] rigorously.

C.2.2. Estimate a piecewise polynomial in 2D. Now, we generalize the above ideas to 2D so
that we can estimate the approximate steady state (C.5). We assume that p(x, y) is a piecewise
polynomials in the mesh Qij = [xi, xi+1]× [yj , yj+1] with degree d. That is, in Qij , p(x, y) can
be written as a linear combination of

xkyl, max(k, l) ≤ d,

e.g. (C.5). For (C.5), we have d = 5. Similar to the 1D case, we have

∂kx∂
l
yp(x, y) = 0, max(k, l) > d.

Moreover, we know ∂d−1
x ∂d−1

y is linear in x, y.
We use the following direct generalization of (C.11) to 2d

(C.12)
max

(x,y)∈Q
|f(x, y| ≤ max

α,β=l,u
|f(xα, yβ)|+

||fxx||L∞(Q)(xu − xl)
2

8
+

||fyy||L∞(Q)(yu − yl)
2

8
,

Q = [xl, xu]× [yl, yu].

Denote

Akl , max
Qij

||∂kx∂lyp||L∞(Qij), Bkl , max
α,β=l,u

|∂kx∂lyp(xα, yβ)|, h1 = xi+1 − xi, h2 = yj+1 − yj .

Since p is given, we can evaluate Bkl. Clearly, we have Akl = 0 for max(k, l) > d. For k = d−1, d,
using (C.12) and induction in the order l = d, d− 1, d− 2, .., 0, we can obtain

Akl ≤ Bkl +
1

8
(h21Ak+2,l + h22Ak,l+2).

This allows us to bound Akl for k = d, d−1 and all l. Similarly, we can bound Akl for l = d, d−1
and all k.

For the remaining cases, we can use induction on n = max(k, l) = d−2, d−1, .., 0 to estimate

Akl ≤ Bkl +
1

8
(h21Ak+2,l + h22Ak,l+2).

This allows us to estimate all derivatives of p(x, y) in Qij .
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C.2.3. Estimate a piecewise polynomial in 2D with weights. We consider how to estimate the
derivatives of f = ρ(y)p(x, y), where ρ is a given weight in y and p(x, y) is the piecewise
polynomials in 2D. For example, our construction of the stream function (C.7) has such a form.
Firstly, we can estimate the derivatives of p(x, y) using the method in Appendix C.2.2. For the
weight ρ, we estimate its derivatives in Section D.3. Then, using the Leibniz rule (A.6) and the
triangle inequality, we can estimate the derivatives f

|∂ix∂jyf | ≤
∑

l≤j

(
j

l

)
|∂ix∂lyp(x, y)||∂j−ly ρ(y)|

for high enough derivatives.
Now, we plug the above bounds for ∂i+2

x ∂yj , ∂
i
x∂

j+2
y f in (C.12) and evaluate ∂ix∂

j
yf on the grid

points to obtain the sharp estimate of ∂ix∂
j
yf .

C.3. Estimate of the far-field approximation. We estimate the derivatives of

g(x, y) = g(r, β) = A(r)B(β), r = (x2 + y2)1/2, β = arctan(y/x),

where (r, β) is the polar coordinate. The semi-analytic parts of ω̄, θ̄ have the above forms.

C.3.1. Formulas of the derivatives of g. Firstly, we use induction to establish

(C.13) Fi,j , ∂ix∂
j
yg(r, β) =

∑

k+l≤i+j
Ci,j,k,l(β)r

−i−j+k∂krA∂
l
βB,

with Ci,j,k,l = 0, for k < 0, l < 0 , or k + l > i + j. Let us motivate the above ansatz. Recall
from (B.14) that

∂x = cosβ∂r −
sinβ

r
∂β, ∂y = sinβ∂r +

cosβ

r
∂β .

For each derivative ∂x or ∂y, we get the factor 1
r or a derivative ∂r, which leads to the form

r−i−j+k∂krA. Moreover, we get a derivative ∂β and some functions depending on β, which leads
to the form Ci,j,k,l(β)∂

l
βB.

For D = ∂x or ∂y, a direct calculation yields

(C.14) DFi,j =
∑

k+l≤i+j
D(Ci,j,k,lr

−i−j+k)·∂krA∂lβB+Ci,j,k,lr
−i−j+k(D∂krA·∂lβB+∂krA·D∂lβB).

Using the formula of ∂x, ∂y, we get

∂x(Ci,j,k,l(β)r
−i−j+k) = − sinβ∂βCi,j,k,lr

−i−j−1+k + (k − i− j) cosβCi,j,k,lr
−i−j−1+k ,

∂x∂
k
rA = cosβ∂k+1

r A, ∂x∂
l
βB = − sinβ

r
∂l+1
β B,

Using ∂xFi,j = Fi+1,j and comparing the above formulas and the ansatz (C.13), we yield

(C.15) Ci+1,j,k,l = (k − i− j) cosβCi,j,k,l − sinβ∂βCi,j,k,l + cosβCi,j,k−1,l − sinβCi,j,k,l−1,

for k ≤ i+ j. Similarly, for D = ∂y, plugging the following identities

∂y(Ci,j,k,l(β)r
−i−j+k) = cosβ∂βCi,j,k,lr

−i−j−1+k + (k − i− j) sin(β)Ci,j,k,lr
−i−j−1+k,

∂y∂
k
rA = sinβ∂k+1

r A, ∂y∂
l
βB =

cosβ

r
∂l+1
β B

into (C.14) and then comparing (C.13) and (C.14), we yield

(C.16) Ci,j+1,k,l = (k − i− j) sinβCi,j,k,l + cosβ∂βCi,j,k,l + sinβCi,j,k−1,l + cosβCi,j,k,l−1.

The based case is given by

F0,0 = A(r)g(β), C0,0,0,0 = 1.

Using induction and the above recursive formulas, we can derive Ci,j,k,l(β) in (C.13).
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C.3.2. Estimates of Fi,j . To estimate Fi,j , using (C.13) and triangle inequality, we only need
to estimate ∂krA, ∂

l
βB(β), and Ci,j,k,l(β). In our case, B(β) is piecewise polynomials, whose

estimates follow the method in Appendix (C.2.1). Function A(r) is some explicit function,
which will be constructed and estimated in Section D.1. To estimate Ci,j,k,l(β) on β ∈ [β1, β2],
we use the second order estimate in (C.11) and the induction ideas in Section C.2.1. We can
evaluate Ci,j,k,l using its exact formula. It remains to bound ∂2βCi,j,k,l.

An important observation from (C.15), (C.14) is that Ci,j,k,l is a polynomial on sinβ and
cosβ with degree less than i + j, which can be proved easily using induction. In particular, we
can write Ci,j,k,l as follows

Ci,j,k,l =
∑

0≤k≤n
ak sin(kβ)+bk cos(kβ), f , ∂2βCi,j,k,l =

∑

1≤k≤n
ck sin(kβ)+dk cos(kβ), n = i+j

for some ak, bk, ck, dk ∈ R. It is easy to see that Ci,j,k,l is either odd or even in β depending on
j − l, which implies ck ≡ 0 or dk ≡ 0. Using Cauchy-Schwarz’s inequality, we get

||f ||∞ ≤
∑

1≤k≤n
(|ck|+ |dk|) ≤

(
n
∑

k≤n
(c2k + d2k)

)1/2

=
(n
π

∫ 2π

0

f2
)1/2

,

where we have used orthogonality of sin kx, cos kx and ||f ||2L2 = π
∑

k≤n(c
2
k + d2k) in the last

equality. It is easy to see that f2 is again a polynomial in sinβ, cosβ with degree ≤ 2n. We fix
M > 2n. For any 0 ≤ k < M , it is easy to obtain

1

2π

∫ 2π

0

eikx =
1

M

M∑

j=1

exp(i
2kj

M
π) = δk0.

Using the above identity, we establish

||g||2L2 =
2π

M

M∑

j=1

|g(2jπ
M

)|2,

for any polynomial g in sinβ, cosβ with degree < M/2. Hence, we prove

||f ||∞ ≤
(2n
M

M∑

k=1

f2(
2jπ

M
)
)1/2

.

The advantage of the above estimate is that to obtain the sharp bound of Ci,j,k,l, we only
need to evaluate Ci,j,k,l, f = ∂2βCi,j,k,l on finite many points.

C.3.3. From polar coordinates to the Cartesian coordinate. We want to obtain the piecewise
estimate of Fp,q = ∂px∂

q
y(A(r)g(β)) on Qij = [xi, xi+1] × [yj, yj+1], 1 ≤ i, j ≤ n. Firstly, we

partition the (r, β) coordinate into r1 < r2 < .. < rn1 , 0 = β0 < b1 < ... < βn2 = π
2 . Then we

apply the methods in Section C.3 to bound Fp,q on Sij , [ri, ri+1] × [βj , βj+1]. We cover Qij
by Sk,l and transfer the bound from (r, β) coordinate to (x, y) coordinate

max
x∈Qij

|Fp,q(x)| ≤ max
Sk,l∩Qij 6=∅

||Fp,q(r, β)||L∞(Sk,l)

For (r, β) ∈ Qi,j , we get

r ∈ [(x2i + y2j )
1/2, (x2i+1 + y2j+1)

1/2], β ∈ [arctan
yj
xi+1

, arctan
yj+1

xi
].

Therefore, we yield the necessary conditions for Qi,j ∩ Sk,l 6= ∅:

x2i+1 + y2j+1 ≥ r2k, x2i + y2i ≤ r2u, arctan
yj+1

xi
≥ βl, arctan

yj
xi+1

≤ βl+1.

Given Qi,j, we maximize ||Fp,q ||L∞(Sk,l) over (k, l) satisfying the above bounds to control
||Fp,q||L∞(Qi,j).



68 JIAJIE CHEN AND THOMAS Y. HOU

C.4. Estimates of the residual error. Let χε̄ = 1 +O(|x|4) be the cutoff function in (D.6).
Firstly, we decompose the error of solving the Poisson equations ε̄ = ω̄ − (−∆)φ̄N as follows

(C.17)
ε̄ = ε̄1 + ε̄2, ε̄2 = ε̄xy(0)∆(

x3y

2
χε̄), u(ε̄2) = ∇⊥(−∆)−1ε̄2 =

1

2
ε̄xy(0)∇⊥(x3yχε̄),

u(ε̄) = u(ε̄1) + u(ε̄2) = uA(ε̄1) + (û(ε̄1) + u(ε̄2)) , uA(ε̄1) + uloc(ε̄),

where û is the approximation term for u defined in Section 4.3 in Part I [13]. We perform the
above correction near 0 so that ε̄1 = O(|x|3) near 0. We perform a similar decomposition for
(∇u)A. Note that we do not have ∂xiuA = (∂xiu)A. Using the above decomposition and the
notation (3.4), we can rewrite the residual error (2.14) with rank-one correction as follows
(C.18)
F̄loc,i = II i −D2

i IIi(0)fχ,i = IIi −D2
i F̄i(0)fχ,i, IIi = F̄i − Bop,i((uA(ε̄1), (∇u)A(ε̄1)), W̄ ),

u(ω̄) = ū = ūN + uloc(ε̄) + uA(ε̄1), c̄ω = c̄Nω + ux(ε̄1)(0), c̄
N
ω ,

c̄l
2
+ ūNx (0), cω(ε̄1) , ux(ε̄1)(0).

II1 = −(c̄lx+ ūN + uloc(ε̄)) · ∇ω̄ + θ̄x + (c̄Nω + c̄ω(ε̄1))ω̄,

II2 = −(c̄lx+ ūN + uloc(ε̄)) · ∇θ̄x + 2(c̄Nω + c̄ω(ε̄1))θ̄x − (ūNx + ux,loc(ε̄))θ̄x − (v̄Nx + vx,loc(ε̄))θ̄y,

II2 = −(c̄lx+ ūN + uloc(ε̄)) · ∇θ̄y + 2(c̄Nω + cω(ε̄1))θ̄y − (ūNy + uy,loc(ε̄))θ̄x − (v̄Ny + vy,loc(ε̄))θ̄y ,

where fχ,i is defined in (D.6), and we have used (2.11) for c̄ω, ux(ε̄2) = 0, ux,A(ε̄1) = 0 (uA =
O(|x|3), (∇u)A = O(|x|2)) from the definition. The above decomposition is essentially the same
as (3.12). We apply the functional inequalities in Section 4 to estimate uA(ε̄1), (∇u)A(ε̄1), and
combine the estimate Bop,i((uA, (∇u)A), W̄ ) with the energy estimate. See Section 5.8 in Part
I [13] for more details about the decompositions and estimates. Using the decomposition (C.17),
we can further decompose the above IIi as follow

IIi = IINi +IIi(ε̄1)+IIi(ε̄2), IIi(ε̄1) = Bop,i(û(ε̄1), ∇̂u(ε̄1), W̄ ), IIi(ε̄2) = Bop,i(u(ε̄2),∇u(ε̄2), W̄ ),

where IINi contain the terms in IIi except the uloc, u(ε̄1) terms.
For û(ε̄1), it is a finite rank operator on ε̄1, and we can write it as

û(ε̄1) =

n∑

i=1

ai(ε̄1)ḡi(x) , Cu0(x)ux(ε̄1)(0) + ˜̂u(ε̄1), ai(ε̄1) =

∫

R
++
2

ε̄1(y)qi(y)dy,

for some functions ḡi(x) and qi(y), where Cu0(x) is given in (4.5), and ˜̂u(ε̄1) denotes other modes
with O(|x|3) vanishing order near 0. See Section 4.3 in [13] for definition. We can obtain more
regular estimates, e.g. C3 estimates, of û(ε1) since ḡ1(x) is smooth. Similarly, we decompose

∇̂u(ε̄1). We obtain piecewise estimates of ∂ix∂
j
y ε̄1, i + j ≤ 1 following the methods in Section

3.6 and Section 8 in the supplementary material II [11] (contained in [10]) and then the above
integrals on ε̄1. The main term in û(ε̄1) is Cu0ux(0) with

(C.19)
ux(ε̄1)(0) = ux(ε̄)(0) = − 4

π

∫

R
++
2

ε̄(y)
y1y2
|y|4 dy,

ux(ε̄2)(0) = −εxy(0)/2 · ∂y(x3yχε̄)|(0,0) = 0.

Since the kernel y1y2|y|4 has a slow decay for large |y| (not in L1), we need to estimate ux(ε̄)(0)

carefully, using Simpson’s rule. See Section 6.4.2 in supplementary material II for Part II [11].
Using the above decomposition, we further decompose û(ε̂1)

IIi(ε̄1) = ux(ε̄)(0)Bop,i((Cu0(x), C∇u0(x), W̄ ) + Bop,i(˜̂u,˜̂∇u, W̄ ) , IIi,M (ε̄1) + IIi,R(ε̄1).

Since D2
i is linear, we estimate each term gi−D2

i gifχ,i for gi = IIi,M (ε̄1), IIi,R(ε̄1), II
N
i , IIi(ε̄2)

to bound Floc,i. To estimate IIi,R, since ˜̂u(ε̄1) = O(|x|3) near 0, (see Section 4.3 in [13]), we
get D2

i IIi,R(ε̄1) = O(|x|3) and estimate

˜̂u(ε̄1)ρ10, ∂i ˜̂u(ε̄1)ρ20,
˜̂∇u(ε̄1)ρ20, ∂i

˜̂∇u(ε̄1)ρ3, ρ4û(ε̄1)
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for ρi0 (A.2) with ρi0 ∼ |x|−4+i, i ≤ 3 near 0 using the C3 bounds of ˜̂u,
˜̂∇u. Note that ∂i ˜̂u 6= ˜̂

∂iu.

The former is the derivative of ˜̂u, and the later is the approximation term for ∂iu. With the

above weighted estimate, we can bound a typical terms, e.g. ˜̂uxθ̄xϕ2 in IIi,R(ε̄1)ϕ2 as follows

˜̂uxθ̄xϕ2 = ˜̂uxρ20 · (θ̄x
ϕ2

ρ20
), ∂x(˜̂uxθ̄x)ρ = (∂x˜̂uxθ̄x + ˜̂ux∂xθ̄x)ρ = ∂x˜̂uxρ3 ·

θ̄xρ

ρ3
+ ˜̂uxρ20 ·

∂xθ̄xρ

ρ20
,

where ϕ2 is given in (A.2). Each term A,B in the above products A · B is regular and we
estimate each term and then the product to bound weighted L∞ and C1 norm of IIi,R(ε̄1).

The remaining part in IINi , IIi,M (ε̄1), IIi(ε̄2) depends on (φ̄N , ω̄, θ̄) locally and are given

functions. To estimate the weighted L∞ and C1/2 norms of gi − D2
i gi(0)fχ,i = O(|x|3) with

g = IIi,M (ε̄1), IIi(ε̄), we follow the methods in Sections 3.6, 3.7 with ∂tω̄ = ∂tθ̄ = 0.

Estimate in the far-field. Since ω̄, θ̄ are supported globally, we need to estimate the error in
the far-field. We consider |x|∞ ≥ R1 ≥ 1012 > 10a2 beyond the support of ω̄2, θ̄2, ψ̄

N
2 so that

χ(r) = 1 (D.4) and

ω̄ = ω̄1 = ḡ1(β)r
ᾱ1 , θ̄ = θ̄1 = r1+2ᾱ1 ḡ2(β), φ̄N = φ̄N1 = r2+ᾱ1 f̄(β).

We estimate the angular derivatives of f(β), gi(β) using the methods in Section C.2.1. Using
the above representation, x · ∇rβ = r∂rr

β = βrβ , c̄ω = c̄Nω + c̄ε̄ω (3.11), and separating uN and
uloc, we obtain

F̄loc,1 =
(
(c̄Nω − c̄lᾱ1)ω̄1 − ūN · ∇ω̄1 + θ̄1,x

)
+ c̄εωω̄1 − uloc · ∇ω̄1 , I11 + I12,

F̄loc,2 =
(
(2c̄Nω + 2c̄lᾱ1)θ̄1,x − ∂x(ū

N · ∇θ̄1)
)
+ 2c̄εω θ̄1,x − uloc · ∇θ̄1,x − ux,locθ̄x − vx,locθ̄y , I21 + I22,

F̄loc,3 =
(
(2c̄Nω + 2c̄lᾱ1)θ̄1,y − ∂x(ū

N · ∇θ̄1)
)
+ 2c̄εω θ̄1,y − uloc · ∇θ̄1,y − uy,locθ̄x − vy,locθ̄y , I31 + I32,

where we simplify uloc(ε̄) as uloc, and we have used c̄θ = c̄l + 2c̄ω, and fχ,j is supported near
0 to get fχ,i = 0. The terms I11, I21, I31 are local and have the form rγq(β) for some angular
function q and decay rate γ. We estimate its piecewise bound and derivative bounds using the
formula (B.14). From our choice of ᾱ1, c̄ω − c̄lᾱ1, c̄l + 2c̄Nω − c̄l(1 + 2ᾱ1) = 2(c̄ω − c̄lᾱ1) is very
small, and thus the first terms in I11, I21 are small. The second terms in I11, I21, I31 have decay
rates r2α1 , r3α1 and are also very small.

Estimate of the velocity approximation. Since ε̄2 is supported near 0, we get uloc = û(ε1).
It remains to estimate

(C.20) c̄eωω̄− û(ε̄1) · ∇ω̄, 2c̄eωθ̄x − ûx(ε̄1) · ∇θ̄− û(ε̄1) · ∇θ̄x, 2c̄eω θ̄y − ûy(ε̄1) · ∇θ̄− û(ε̄1) · ∇θ̄x.
Note that cω(ε̄1) = cω(ε̄) (C.19) and cω(ε̄) = c̄eω in our notation. For any a ∈ R, we estimate

A(f, g) = ag − û(f) · ∇g, Bi(f, g) = 2a∂ig − û(f) · ∇∂ig − ∂̂iu(f) · ∇g, i = 1, 2.

for |x|∞ ≥ R1. From Sections 4.3.2–4.3.3 in Part I [13], for |x|∞ ≥ R1, we yield

û(f) = x1Ifar(f), v̂(f) = −x2Ifar(f), Ifar(f) , − 4

π

∫

max(y1,y2)≥Rn

y1y2
|y|4 ω(y)dy.

where Rn = 1024 · 64hx is the largest threshold. Denote b = Ifar(f). A direct calculation yields
(C.21)
A(f, g) = (a− b)g + b(g − x1∂1g + x2∂2g),

B1(f, g) = 2a∂1g − b∂1g − bx1∂11g + bx2∂12g = (2a− 2b)∂1g + b(∂1g − x1∂11g + x2∂12g),

B2(f, g) = 2a∂2g + b∂2g − bx1∂12g + bx2∂22g = (2a− 2b)∂2g + b(3∂1g − x1∂11g + x2∂12g).

Therefore, we only need to bound the functions following Section C.2, e.g. g − x1∂1g + x2∂2g
and g, and the functional b(f) and a. We apply these estimates for (C.20) with a = c̄eω, f =
ε̄1, g = ω̄, θ̄.
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Appendix D. Estimate of explicit functions

In this section, we estimate the derivatives of several explicit or semi-explicit functions using
induction, including several cutoff functions used in the estimates and the weight in the stream
function (C.7).

D.1. Estimate of the radial functions.

D.1.1. Estimate of the cutoff function. We estimate the derivatives of the cutoff function

(D.1) χe(x) =
(
1 + exp(

1

x
+

1

x− 1
)
)−1

,

where e is short for exponential. In our verification, it involves high order derivatives of χe.
Although χe is explicit, its formula is complicated and is difficult to estimate. Instead, we use
the structure of ∂ixχe and induction to estimate ∂ixχe. Denote

p(x) =
1

x
+

1

x− 1
, f =

1

1 + x
, χe = f(ep).

Firstly, we use induction to derive

dkxχe =

k∑

i=1

(∂if)(ep)eipQk,i(x),

where Qk,i = 0 for i > k, i < 0. A direct calculation yields

∂

k∑

i=1

∂ifeipQk,i(x) =

k∑

i=1

(∂i+1f)(ep) · p′epeipQk,i + (∂if)∂x(e
ipQk,i)

=

k∑

i=1

(∂i+1f)(ep) · e(i+1)pp′Qk,i + (∂if)eip(ip′Qk,i +Q′
k,i).

Comparing the above two equations, we derive

Qk+1,i = p′Qk,i−1 + ip′Qk,i +Q′
k,i.

The first few terms in Qk,i are given by

Q0,0 = 1, Q1,1 = p′, Q1,0 = 0.

It is not difficult to see that Qk,i is a polynomial of ∂jxp, j ≤ k. Thus, using triangle inequality,
we only need to bound ∂jxp. We have

|∂nxp(x)| = n!|x−n−1 + (x− 1)−n−1| ≤ n!(|z|−n−1 + 2n+1), z = min(|x|, |1 − x|).
If n is even, x−n−1 and (x− 1)−n−1 have different sign, and we get better estimate

|∂nxp(x)| ≤ n! max(|x|−n−1, |x− 1|−n−1) = n! · z−n−1.

Substituting the above bounds into the formula of Qk,i, we can obtain the upper bound
Quk,i(x) for Qk,i(x), which is a polynomial of z−1 with positive coefficient. Since each term in

Qk,i is given by ci1,i2,..,im
∏m
j=1 ∂

ij
x p with

∑
ij = k, the above estimate implies

|ci1,i2,..,im
m∏

j=1

∂ijx p| ≤ ci1,i2,..,im

m∏

j=1

ij!(|z|−ij−1 + 2ij+1).

Since m ≤ k, the highest order of z−1 in the upper bound is bounded by 2k. Thus, we obtain
that Quk,i is a polynomial in z−1 with degQuk,i ≤ 2k. Next, we bound

|eipQk,i| ≤ eipQuk,i.
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For k ≤ 20, x ≥ 1− 1
2k ≥ 1

2 , z
−1 = |x− 1|−1 ≥ 2k, a direct calculation implies that eip(x)Quk,i(x)

is decreasing. In fact, for l ≤ 2k, we have z = |x− 1| = 1− x and

∂x(exp(ip(x))(1 − x)−l) = exp(ip(x))(ip′(1− x)−l + l(1− x)−l−1)

= exp(ip(x))
(
− i

x2
− i

(x− 1)2
+ l(1− x)−1

)
(1 − x)−l ≤ 0.

In the last inequality, we have used − i
1−x + l ≤ −2ki+ 2k ≤ 0.

Note that |(∂ixf)(ep)| = i!|(1 + ep)−i−1| ≤ i!. Thus, for x ∈ [xl, xu] with xl close to 1, we get

|∂kxχe(x)| ≤
k∑

i=1

|(∂if)(ep)|eip(x)Quk,i(x) ≤
k∑

i=1

i!
eip(x)

(1 + ep)i+1
Quk,i(x) ≤

k∑

i=1

i!eip(xl)Quk,i(xl).

For x away from 1, we use monotonicities of p,Qu and the above estimate to estimate piecewise
bounds of ∂kxχe(x). Using the above derivatives bound, the symbolic formula of ∂kxχe, and the
refined second order estimate in Section C.2.1, we can obtain sharp bounds for ∂kxχe. Remark
that we only apply the above estimate to k ≤ 15.

D.1.2. Estimate of polynomial decay functions. For cutoff function χe(
|x|−a
b ) based on the ex-

ponential cutoff function (D.1), it has rapid change from |x| ≤ a to |x| ≥ a+ b, which is not very
smooth in the computational domain if there are not enough mesh for x with a ≤ |x| ≤ b. We
apply these cutoff functions to the far-field, e.g. |x| ≥ 10, where the mesh is relatively sparse.
Thus, we need another function similar to a cutoff function that has a slower change than the
exponential cutoff function. We consider

(D.2) χ(x) =
x7

(1 + x2)7/2
, x ∈ R+.

and will use its rescaled version, e.g., χ(x−ab ), in our verification.
Firstly, we use induction to derive

∂kxχ =
pk(x)

(1 + x2)7/2+k
, p0 = x7.

where pk(x) is a polynomial. A direct calculation yields

∂k+1
x χ =

p′k(x)(1 + x2)− (72 + k) · 2xpk(x)
(1 + x2)7/2+k+1

.

Comparing the above two formulas, we yield

pk+1 = p′k(1 + x2)− (7 + 2k)xpk(x).

The first few terms are given by p0 = x7, p1 = 7x6. Using the recursive formula and deg p1 =
6, we yield

(D.3) deg pk+1 ≤ deg pk + 1, deg pk ≤ k + 5, k ≥ 1.

Since pk is a polynomial, the above recursive formula shows that pk+1 is also a polynomial.
To estimate ∂kxχ, we decompose pk into the positive and the negative parts. Suppose that

pk =
∑

i aix
i. We have

pk = p+k − p−k , p+k =
∑

a+i x
i, p−k =

∑
a−i x

i.

For x ≥ 0, p+k , p
−
k are increasing. Thus, for x ∈ [xl, xu], we get

|∂kxχ| ≤
max(p+k (xu)− p−k (xl), p

−
k (xu)− p+k (xl))

(1 + x2l )
7/2+k

.

Next, we estimate ∂kxχ for large x. For x ≥ 2, k ≥ 1 and any polynomial q(x) with non-
negative coefficients and deg q ≤ k + 5, we yield

xq′ ≤ (k + 5)q,
q′(1 + x2)

(7 + 2k)xq
≤ (1 + x2)(k + 5)

(7 + 2k)x2
≤ 5(k + 5)

4(7 + 2k)
< 1.
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The first inequality follows by comparing the coefficients of xq′ and (k + 5)q, which are
nonnegative. It follows

∂x
q

(1 + x2)7/2+k
=
q′(1 + x2)− (7/2 + k)2xq

(1 + x2)7/2+k+1
≤ 0, k ≥ 1, x ≥ 2.

Thus q
(1+x2)7/2+k is decreasing. For k ≥ 1 and x ≥ xl ≥ 2, using (D.3) and the monotonicity, we

yield

|∂kx(x)| ≤
p+k (x) + p−k (x)

(1 + x2)7/2+k
≤ p+k (xl) + p−k (xl)

(1 + x2l )
7/2+k

For k = 0, the estimate is trivial: χ(x) ≤ 1. Using these higher order derivative bounds, we
can use the discrete values of ∂kxχ and the bound for ∂k+2

x χ to obtain sharp bounds of ∂kxχ.

Note that χ1(x − a) =
(x−a)7+

(1+(x−a)2)7/2 is only C6,1. Suppose that a ∈ [xl, xu]. Since χ1 is

smooth on x ≤ a and on x ≥ a, we can still use first order estimate to estimate ∂kxχ1 as follows

|∂kxχ1(x)| ≤ max
α∈{l,u}

|∂kxχ1(xα)|+max(||∂k+1
x χ1||L∞][xl,a]||∂k+1

x χ1||L∞][a,xu])|xu − xl|.

D.1.3. Radial cutoff function. Now, we construct the radial cutoff functions for the far-field
approximation terms of ω and φ as follows

(D.4)
χ(r) = χ1(1 − χ2) + χ2, χ1(r) = χrati(

r − a1

l
1/2
1

), χ2(r) = χexp(
r − a2
9a2

),

a1 = 10, l1 = 50000, a2 = 105,

where χexp and χrati are defined in (D.1) and (D.2), respectively. Using the estimates of
χrati, χexp established in the last two sections, the Leibniz rule (A.6), and (C.11), we can evaluate
χ on the grid points and estimate its derivative bounds.

D.2. Cutoff function near the origin. For the cutoff function κ(x) used in Section 3, we
choose it as follows

(D.5) κ(x; a, b) = κ1(
x

a
)(1− χe(

x

b
)), κ1(x) =

1

1 + x4
, κ∗(x) = κ(x;

1

3
,
3

2
),

where χe is the cutoff function chosen in (D.1). We mostly use the cutoff κ∗. Since χe(y) = 1
for y ≥ 1 and χe(y) = 0 for y ≤ 0. The above cutoff function is supported in x ≤ a2. Using
Taylor expansion, we have the following properties for κ

κ1(x/a1) = 1 +O(x4), κ(x) = 1 +O(x4).

For the cutoff functions χNF in Section 4.2.1 in Part I [13] and χε̄ in (C.17), we choose

(D.6)

χε̄(x, y) = κ(x; νε̄,1, νε̄,2)κ(y; νε̄,1, νε̄,2), νε̄,1 = 1/192, νε̄,2 = 3/2,

χε̂(x, y) = κ∗(x)κ∗(y), χNF (x, y) = κ(x; 2, 10)κ(y; 2, 10),

fχ,1 = ∆(
xy3

6
χNF (x, y)), fχ,2 = xyχNF (x, y), fχ,3 =

x2

2
χNF (x, y),

For the cutoff function for the stream function (C.1), we choose

(D.7) χφ = κ2(
x

ν4,1
)(1 − χe(

x

ν4,2
)), κ2(x) =

1

1 + x2
, ν4,1 = 2, ν4,2 = 128.

For κ1(x), κ2(x), we use induction to obtain

∂kxκ1(x) =
P+
k (x) − P−

k (x)

(1 + x4)k+1
, ∂kxκ2(x) =

R+
k (x)−R−

k (x)

(1 + x2)k+1
,

for some polynomials P±
k , R

±
k with non-negative coefficients, and the same method as that in

Section D.1.2 to estimate the derivatives of ∂ixκ1(x). The estimate of κ1 is simpler since κ1 has
a simpler form. Using the Leibniz rule (A.6) and the triangle inequality, we can obtain estimate
∂lxκ1(x) in [a, b]. Then we use these derivative estimates for ∂l+2

x κ1(x), evaluate κ(x; a1, a2) on
the grid points, and then use (C.11) to obtain a sharp estimate of ∂lxκ1(x) on [a, b]. The same
method applies to estimate κ2, χφ.
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For large x, e.g. x ≥ 100, the above estimates can lead to a very large round off error.
Instead, for a ≥ 2, a ∈ Z+, we use the Taylor expansion

Fa =
1

1 + xa
=

∑

k≥0

(−1)kx−a(k+1), ∂ixFa =
∑

k≥0

(−1)k+iCi,kx
−a(k+1)−i, Ci,k =

∏

0≤j≤i−1

(a(k+1)+j).

We want to bound |∂ixFa| ≤ Ci,0(1 + Cε)x
−a−i for x ≥ xl = 100, i ≤ 20. For k ≤ 20, we bound

Ci,kx
−a(k+1)−i ≤ Ci,kx

−(a−1)k
l x−a−i−k ≤ Ci,0ε

−a−i−k
1 , ε1 , max

i≤20,k≤20
x
−(a−1)k
l Ci,kC

−1
i,0 .

For the tail part k > 20, we consider G(k) = k log x− i log(1 + k). Since x > 21, i ≤ 20, we get

∂kG = log x− i

1 + k
≥ log x− 1 > log 4− 1 > 0, G(k) ≥ G(21) = 21 logx− i log 21 > 0.

It follows xk > (1 + k)i. Using a(k+1)+j
a+j ≤ 1 + k, Ci,k ≤ Ci,0(1 + k)i, and a ≥ 2, we further get

Ci,kx
−a(k+1)−i ≤ x−k−a−iCi,kx

−k ≤ x−k−a−iCi,0(1 + k)ix−k ≤ Ci,0x
−k−a−i, k > 20.

Combining the above estimates and x ≥ xl > 10, we obtain

|∂ixFa| ≤ Ci,0x
−a−iCa, Ca ≤ 1 + ε1

20∑

k=1

x−k +
∑

k≥21

x−k ≤ 1 +
ε1x

−1

1− x−1
+

x−21

1− x−1
≤ 1 +

ε1
xl − 1

+ x−20
l .

D.3. Estimate of ρp(y). We estimate the weight ρp(y) (C.8) in the representation of the stream
function. Using symbolic computation, e.g., Matlab or Mathematica, we yield

∂9xρp(y) =
f2(y)− f1(y)

(g(y))9
, g(y) = 2 + 2y + y2,

f1 = 288y2 + 672y3 + 504y4, f2 = 16 + 168y6 + 72y7 + 9y8.

Since f1, f2, g ≥ 0 are increasing in y ≥ 0, for y ∈ [yl, yu], we yield

|∂9xρp(y)| ≤
max(f2(yu)− f1(yl), f1(yu)− f2(yl)

(g(yl))9
.

We have a trivial estimate similar to (C.11)

(D.8) max
x∈I

|f(x)| ≤ max(|f(xl)|, |f(xu)|) +
h

2
||fx||L∞(I),

which is useful if we do not have bound for fxx.
Based on the above estimates, using the estimates (C.11), (D.8), ideas in Section C.2.1, and

evaluating ρp on some grid points, we can obtain piecewise sharp bounds for ∂ixρp for i ≤ 8.

Appendix E. Piecewise C1/2 and Lipschitz estimates

In this section, we estimate the piecewise C1/2 bound and Lipschitz bound for a function.

E.1. Hölder estimate of the functions. In the following two sections, we estimate the Hölder

seminorms [f ]
C

1/2
x

or [f ]
C

1/2
y

of some function f , e.g. f = (∂t − L)Ŵ in (3.27), based on the

previous L∞ estimates. We will develop two approaches.

Suppose that we have bounds for ∂xf, ∂yf and f . Firstly, we consider the C
1/2
x estimate. For

x1 < y1 and x2 = y2, we have

I =
|f(x)− f(y)|
|x− y|1/2 ≤ |x− y|1/2 1

|x− y|

∫ y1

x1

|fx(z1, x2)|dz1.

We further bound the average of fx piecewisely using the method in Appendix E.2 to obtain
the first estimate. We have a second estimate

|I| =
∣∣∣
∫ y1

x1

fx(z1, x2)dz
∣∣∣ · 1

|x− y|1/2 ≤ ||fxx1/2||∞
∫ y1

x1

z
−1/2
1 dz1 ·

1

|x− y|1/2

≤ ||fxx1/2||∞2
y
1/2
1 − x

1/2
1

|x− y|1/2 = ||fxx1/2||∞
2
√
y1 − x1√

x1 +
√
y1
.
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We also have a trivial L∞ estimate

|I| ≤ ||fx−1/2
1 ||∞

x
1/2
1 + y

1/2
1

|x− y|1/2 , |I| ≤ ||f ||∞
2

|x− y|1/2 .

Similar L∞ and Lipschitz estimates apply to ||f ||
C

1/2
y

.

Near the origin, optimizing the above estimates, for x2 = y2, we obtain

∣∣∣f(x)− f(y)

|x− y|1/2
∣∣∣ ≤ min(||fxx1/2||∞2t, ||fx−1/2

1 ||∞t−1), t =

√
y1 − x1√
x1 +

√
y1
.

In the Y−direction, x1 = y1, x2 ≤ y2, we use

IY =
∣∣∣f(x)− f(y)

|x− y|1/2
∣∣∣ ≤ 1

|x2 − y2|1/2
∫ y2

x2

|fy(x1, z2)||z|1/2 · |z|−1/2dz2 ≤ ||fy|x|1/2||∞
|x2 − y2|1/2

|x|1/2 ,

IY ≤ ||fx−1/2||∞
2x

1/2
1

|x2 − y2|1/2
.

Since x1 ≤ |x|, the minimum of these two estimates are not singular near x = 0. In particular,
we optimize two estimates to estimate IY .

From the above estimates, to obtain sharp Hölder estimate of f , we estimate the piecewise

bounds of f, fx
−1/2
1 , f |x|−1/2, fx, fy, fx|x1|1/2, fy|x|1/2, which are local quantities. These esti-

mates can be established using the piecewise bounds of ∂ix∂
j
yf and the methods in Section 8 in

the supplementary material II [11].

E.1.1. The second approach of Hölder estimate. We develop an additional approach to estimate

I(f) = |f(x)−f(z)|
|x−z|1/2 that is sharper if |x− z| is not small and f is smooth. We need the grid point

values and derivative bounds of f .

We estimate I(f) = |f(x)−f(z)|
|x−z|1/2 for x ∈ [xl, xu], z ∈ [zl, zu]. Denote by f̂ the linear approxi-

mation of f with f̂(xi) = f(xi) on the grid point xi. We have the following Lemma.

Lemma E.1. Suppose that f is linear on [xl, xu], [zl, zu] and xl ≤ xu ≤ zl ≤ zu. Then we have

max
x∈[xl,xu],z∈[zl,zu]

|f(x)− f(z)|
|x− z|1/2 = max

α,β∈{l,u}

|f(xα)− f(zβ)|
|xα − zβ |1/2

.

The above Lemma shows that for the linear interpolation of f , the maximum of the Holder
norm is achieved at the grid point.

Proof. Denote by M the right hand side in the Lemma. Clearly, it suffices to prove that the left
hand side is bounded by M . We fix x ∈ [xl, xu], z ∈ [zl, zu]. Suppose that

x = alxl + auxu, z = blzl + buzu, au + al = 1, bl + bu = 1,

for al, bl ∈ [0, 1]. Denote

mαβ = aαbβ , α, β ∈ {l, u}.
Since f(x) is linear on [xl, xu] and [zl, zu], we get

f(x) = alf(xl) + auf(xu), f(z) = blf(zl) + buf(zu).

For any function g linear on [xl, xu], [zl, zu], e.g., g(x) = 1, g(x) = x, g(x) = f(x), we have

(E.1) g(x) =
∑

α,β∈{l,u}
mαβg(xα), g(z)− g(x) =

∑

α,β∈{l,u}
mαβ(g(zβ)− g(xα)),

Using the above identities and the triangle inequality and the definition of M , we yield

|f(x)− f(z)| =
∣∣∣

∑

α,β∈{l,u}
mαβ(f(xα)− f(zβ))

∣∣∣ ≤
∑

α,β∈{l,u}
mαβM |xα − zβ |1/2.
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Using the Cauchy-Schwarz inequality, |xα − zβ| = zβ − xα and (E.1), we establish

|f(x)− f(z)| ≤
∑

α,β∈{l,u}
mαβ

∑

α,β∈{l,u}
mαβM |xα − zβ|1/2 =

∑

α,β∈{l,u}
mαβM |xα − zβ |1/2

=M
( ∑

α,β∈{l,u}
mαβ(zβ − xα)

)1/2

=M(z − x)1/2.

The desired result follows. �
We generalize Lemma E.1 to 2D as follows.

Lemma E.2. Let Ix = [xl, xu], Iz = [zl, zu], Iy = [yl, yu] with xl ≤ xu ≤ zl ≤ zu. Suppose that
f is linear on Ix × Iy and Iz × Iy. Then we have

max
x∈Ix,z∈Iz,y∈Iy

|f(x, y)− f(z, y)|
|x− z|1/2 = max

α,β,γ∈{l,u}

|f(xα, yγ)− f(zβ, yγ)|
|xα − zβ|1/2

.

Proof. Note that the function I(x, z, y) = f(x,y)−f(z,y)
|x−z|1/2 is linear in y. We get

|I(x, z, y| = max(|I(x, z, yl)|, |I(x, z, yu)|).
Applying Lemma E.1 completes the proof. �

Let f̂ be the linear interpolation of f . Suppose that x ∈ Ix, z ∈ Iz , y ∈ Iy with xu ≤ zl.
Using the above estimates and notations, we can bound I(f) as follows

I(f) =
|f(z, y)− f(x, y)|

|x− z|1/2 ≤ |f̂(x, y)− f(x, y)|+ |f̂(z, y)− f(z, y)|
|x− z|1/2 + max

α,β,γ∈{l,u}

|f(xα, yγ)− f(zβ, yγ)|
|xα − zβ|1/2

≤
(h2x
8
||fxx||Ix×Iy +

h2y
8
(||fyy||Ix×Iy + ||fyy||Iz×Iy ) +

h2z
8
||fxx||Iz×Iy

)
|x− z|−1/2 +M.

E.2. Piecewise derivative bounds. In this section, we discuss how to obtain the sharp bound

of p(b)−p(a)b−a using piecewise derivative bounds of p.

Suppose that |p′(y)| ≤ Ci, y ∈ Ii = [yi, yi+1]. For any a ∈ Ik, b ∈ Il, a < b, we have the bound

|p(b)− p(a)| ≤
∫ b

a

|p′(y)|dy ≤ |yk+1 − a|Ck + |b− yl|Cl +
∑

k+1≤m≤l−1

Cm(ym+1 − ym)

=(yk+1 − a)Ck + (b− yl)Cl +Mkl(yl − yk+1)1l≥k+1,

where Mkl is defined below:

Mkl = |yl − yk+1|−1
( ∑

k+1≤m≤l−1

Cm|ym+1 − ym|
)
.

Next, we want to bound |p(b)−p(a)|
|b−a| . If l − k ≤ 1, we get

|p(b)− p(a)| ≤ (b− a)max(Ck, Cl).

Otherwise, if l ≥ k + 2, we have

|p(b)− p(a)| ≤ (yk+1 − a)(Ck −Mkl) + (b− yl)(Cl −Mkl) +Mkl(b− a).

Since yk+1−a
b−a is decreasing in a and b, b−ylb−a is increasing in b and a, we get

0 ≤ yk+1 − a

b− a
≤ yk+1 − yk

yl − yk
, 0 ≤ b− yl

b− a
≤ yl+1 − yl
yl+1 − yk+1

.

Using the above estimates, for a ∈ Ik, b ∈ Il, we obtain

|p(b)− p(a)|
|b− a| ≤ max(Ck −Mkl, 0)

yk+1 − yk
yl − yk

+max(Cl −Mkl, 0)
yl+1 − yl
yl+1 − yk+1

+Mkl.

For uniform mesh, i.e. yi+1 − yi = h, we can simplify the above estimate as follows

|p(b)− p(a)|
|b− a| ≤ (max(Ck −Mkl, 0) + max(Cl −Mkl, 0))

l − k
+Mkl, Mkl =

1

l − k − 1

∑

k+1≤m≤l−1

Cm.
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SUPPLEMENTARY MATERIAL FOR “STABLE NEARLY SELF-SIMILAR

BLOWUP OF THE 2D BOUSSINESQ AND 3D EULER EQUATIONS WITH

SMOOTH DATA II: RIGOROUS NUMERICS”

JIAJIE CHEN AND THOMAS Y. HOU

Abstract. In this supplementary material, we provide all the remaining details in the esti-
mate of integrals related to the nonlocal terms u,∇u. In Section 5, we estimate the integrals
in the upper bounds of the sharp Hölder estimate established in Section 3 in [3]. In Section
6, we provide detailed formulas in the estimate of ∇u, u/|x1| in the singular regions and
some explicit integrals. In Section 7, we generalize the estimate of integrals of u(x),∇u(x)
in Section 4 in Part II [2] from x = O(1) to x either close to 0 or x very large. In Section
8, we use grid points and piecewise derivative bounds estimated in Appendix in Part II [2]
to construct three interpolating polynomials in 2D with rigorous error estimates. Then we
use these interpolating polynomials to obtain sharp piecewise estimates of functions, e.g. the
residual error.

5. Computation of the sharp constants for in the Hölder estimates

In this section, we estimate the integrals in the upper bounds of the sharp Hölder estimate
established in Section 3 in [3].

5.1. Integrals related to the kernels. Firstly, we derive some analytic integral formulas.
The kernels associated with ∇u are given by

(5.1) G(y) = −1

2
log |y|, K1(y) , Gxy =

y1y2
|y|4 , K2(y) , Gxx = −Gyy =

1

2

y21 − y22
|y|4 ,

and we drop the factor 1
π for simplicity.

5.1.1. Basic Lemmas. We use the follwing Lemma from Appendix B.1 in Part I [3] to estimate
K2.

Lemma 5.1. Suppose that f ∈ L∞, is Hölder continuous near 0. For 0 < a, b < ∞ and

Q = [0, a]× [0, b], [0, a]× [−b, 0], [−a, 0]× [0, b], or [−a, 0]× [−b, 0], we have

P.V.

∫

Q

K2(y)f(y)dy = lim
ε→0

∫

Q∩|y1|≥ε
K2(y)f(y)dy −

π

8
f(0) = lim

ε→0

∫

Q∩|y2|≥ε
K2(y)f(y)dy +

π

8
f(0).

We have the following estimate for the Green function from Appendix B.1 in Part II [2].

Lemma 5.2. Denote r = (x2 + y2)
1
2 and G(x, y) = − 1

2 log r. For any i, j ≥ 0 with i + j ≥ 1,
we have

|∂ix∂jyG(x, y)| ≤
1

2
(i+ j − 1)! · r−i−j .

Consider the odd extension of ω in y from R
+
2 to R2

(5.2) W (y) = ω(y) for y2 ≥ 0, W (y) = −ω(y1,−y2) for y2 < 0.

W is odd in both y1 and y2 variables.
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We have the following indefinite integral formulas for K1,K2 (5.1)

(5.3)

∫
K1(y)dy1dy2 = −1

2
log |y|+ C,

∫
K2(y)dy =

1

2
arctan

y1
y2

+ C = −1

2
arctan

y2
y1

+ C,

∫
K1(y)dy1 = −1

2

y2
|y|2 + C,

∫
K1(y)dy2 = −1

2

y1
|y|2 + C,

∫
K2(y)dy1 = −1

2

y1
|y|2 + C,

∫
K2(y)dy2 =

1

2

y2
|y|2 + C.

For K(y) = − yi
2|y|2 = ∂yiG (5.1), we have

(5.4)

∫
∂y2Gdy =

∫
Gdy1 =

1

4
(2y1 − 2y2 arctan

y1
y2

− y1 log(y
2
1 + y22)) + C,

∫
∂y1Gdy =

∫
Gdy2 =

1

4
(2y2 − 2y1 arctan

y2
y1

− y2 log(y
2
1 + y22)) + C.

5.1.2. Formulas for integrals with a half power. We introduce

(5.5) fs(t) ,

∫ t

0

s2

1 + s4
ds =

1

2

∫ t1/2

0

1

1 + s2
s1/2ds.

Using changes of variables s = ps and s = t2, we yield

(5.6)

∫ b

a

p

p2 + s2
s1/2ds = p1/2

∫ b/p

a/p

1

1 + s2
s1/2ds = 2p1/2

∫ √
b/p

√
a/p

t2

1 + t4
dt

= 2p1/2(fs(
√
b/p)− fs(

√
a/p)).

Clearly fs is increasing. Using the Beta function B(x, 1 − x) = π
sin(πx) and t = s1/4 we have

fs(∞) =
1

4

∫ ∞

0

t1/2

1 + t
t−3/4dt =

1

4

∫ ∞

0

t−1/4

1 + t
dt =

1

4
B(

3

4
,
1

4
) =

1

4

π

sin π
4

=
π

2
√
2
.

For a, b, c, d ≥ 0, we introduce

(5.7) FK2,h(a, b, c, d) =

∫

[a,b]×[c,d]

|K2(y)|y1/22 dy.

Clearly, it suffices to study FK2,h(0, a, 0, b) for any a, b > 0. Then we have

(5.8) FK2,h(a, b, c, d) = |FK2,h(a, c) + FK2,h(b, d)− FK2,h(a, d)− FK2,h(b, c)|.
Denote m = min(a, b). Using (5.3) and (5.6), we yield
(5.9)∫ m

0

∫ m

0

|K2(y)|y1/22 dy =

∫ m

0

y
1/2
2 dy2(

∫ m

y2

K2(y)−
∫ y2

0

K2(y))dy1

=
1

2

∫ m

0

(
− y1

|y|2
∣∣∣
m

y2
+

y1
|y|2

∣∣∣
y2

0

)
y
1/2
2 dy2 =

1

2

∫ m

0

(
2y2
2y22

− m

m2 + y22
)y

1/2
2 dy2 =

√
m−√

mfs(1).

Next, we consider the integral in R = [0, a]× [0, b]\[0,m]2. If a > b, we get y1 > y2,K2(y) > 0
in R and

∣∣∣
∫ a

b

∫ b

0

K2(y)y
1/2
2 dy

∣∣∣ =
∣∣∣
∫ b

0

(−1

2

y1
|y|2

∣∣∣
a

b
)y

1/2
2 dy2

∣∣∣ =
∣∣∣1
2

∫ b

0

(
b

b2 + y22
− a

a2 + y22
)y

1/2
2 dy2

∣∣∣

= |b1/2fs(1)− a1/2fs(
√
b/a)|.

If a < b, we yield y1 < y2,K2(y) < 0 in R and
∣∣∣
∫ a

0

∫ b

a

−K2(y)y
1/2
2 dy

∣∣∣ =
∣∣∣1
2

∫ b

a

y1
|y|2

∣∣∣
a

0
y
1/2
2 dy2

∣∣∣ =
∣∣∣1
2

∫ b

a

a

a2 + y22
y
1/2
2 dy2

∣∣∣ = a1/2
∣∣∣fs(

√
b/a)−fs(1)

∣∣∣.

For 0 < a < b, we introduce

(5.10) Fdiag(a, b) ,

∫

[a,b]2
|K2(y)|dy =

1

2
log(

b

a
)− (

π

4
− arctan

a

b
).
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To prove the identity, since K2(y) is symmetric in y1, y2, using (5.3), we yield
∫

[a,b]2
|K2(y)|dy = 2

∫ b

a

∫ y1

a

K2(y)dy =

∫ b

a

y2
|y|2

∣∣∣
y1

a
dy1 =

∫ b

a

1

2y1
− a

y21 + a2
dy1

=
1

2
log

b

a
− arctan

y1
a

∣∣∣
b

a
=

1

2
log

b

a
− (arctan

b

a
− π

4
) =

1

2
log

b

a
− (

π

4
− arctan

a

b
).

Denote some constants

(5.11)
CK2,up ,

∫ 1

0

∫ 1

y1

|K2(y)| · |
y21
y2

− y2|1/2dy, CK2,low ,

∫ 1

0

∫ y21

0

|K2(y)| · |y2|1/2dy2,

CK2 , CK2,up + CK2,low.

Using (5.3), (5.5), and 1 ≥ y1 ≥ y
1/2
2 ≥ y2, we can simplify the integral in CK2,low as follows

(5.12)

CK2,low =

∫ 1

0

y
1/2
2 dy2

∫ 1

y
1/2
2

K2(y)dy1 =

∫ 1

0

(
− 1

2

y1
|y|2

∣∣∣
1

y
1/2
2

)
y
1/2
2 dy2

=
1

2

∫ 1

0

(
y
1/2
2

y22 + y2
− 1

y22 + 1
)y

1/2
2 dy2 =

1

2
(log(2)− 2fs(1)).

For CK2,up, we follow the strategies in Section 5.2. In a small region [0, ε]2 near the singularity

y = 0, since 0 ≤ y2 − y21
y2

≤ y2, we bound the integrand by |K2(y)||y2|1/2 and follow (5.9) to get

∫ ε

0

∫ ε

y1

|K2(y)||y2|1/2dy = |
∫ ε

0

y
1/2
2 dy2

∫ y2

0

K2(y)dy1| =
1

2

∫ ε

0

y
1/2
2

y1
|y|2

∣∣∣
y2

0
dy2 =

1

2

∫ ε

0

y
3/2
2

2y22
dy2 =

1

2
ε1/2.

We introduce fh similar to fs

(5.13) fh(a) ,

∫ a

0

s3/2

1 + s2
ds = 2

∫ a1/2

0

s4

1 + s4
ds.

Using a change of variables, we obtain

(5.14)

∫ a

0

s3/2

p2 + s2
ds = p1/2

∫ a/p

0

s3/2

1 + s2
ds = p1/2fh(a/p).

5.1.3. Integral formulas for K1,K2. We discuss how to compute the integrals

Jij(a, b, c, d) =

∫

[a,b]×[c,d]

|K(y)yi1y
j
2|dy, 1 ≤ i+ j, K = Kl, K = ∂kKl.

Due to symmetry of |K(y)yi1y
j
2|, we can assume that 0 ≤ a ≤ b, 0 ≤ c ≤ d. For K = K1 =

y1y2
|y|4 , the computation is simple since K1 has a fixed sign in each quardrant and |K1(y)y

i
1y

|
2 =

K1(y)y
i
1y
j
2. For K = K2,∇K, we have

K2 =
1

2

y21 − y22
|y|4 , ∂31G =

y1(−y21 + 3y22)

|y|6 , ∂21∂2G =
y2(−3y21 + y22)

|y|6 ,

where G is the Green function (5.1) and is harmonic. The above kernels can change sign in
[a, b]× [c, d], and the sign is determined by S(y) = m2y21 − y22 for some m > 0. We fix a kernel
K = K2 or ∂mKn for some m,n = 1, 2 and i, j. We have

F (y) , K(y)yi1y
j
2, |F | = |K(y)yi1y

j
2| = |m2y21 − y22 |P (y),

for some functions P (y) having a fixed sign in R
++
2 . For example,K2(y)y1y2 = (y21−y22) y1y22|y|4 , P =

y1y2
2|y|4 . Denote the indefinite integral

(5.15) Iy(y1, y2) ,

∫
F (y)dy2, Ixy ,

∫
F (y)dy1dy2, Idiag ,

∫
Iy(y1,my1)dy1,
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which can be derived using symbolic computation. The constant in the indefinite integral formula
will be cancelled when we apply it to evaluate an integral in a specific domain. Next, we evaluate

Sldiag(p, q) ,

∫ q

p

∫ my1

mp

|F (y)|dy, Sudiag(p, q) ,

∫ q

p

∫ mq

my1

|F (y)|dy, Sdiag = Sldiag + Sudiag.

The domain of the integrals Sαdiag, α = l, u is a triangle, and Sldiag, S
u
diag denote the integral in

the lower and the upper triangle [p, q] × [mp,mq], respectively. We first evaluate Sldiag. Since

y2 ≤ my1 in the domain, F (y) has a fixed sign in the domain of Sldiag and

(5.16)

Sldiag(p, q) =
∣∣∣
∫ q

p

Iy(y1, ·)
∣∣∣
my1

mp
dy1

∣∣∣ =
∣∣∣
∫ q

p

Iy(y1,my1)−Iy(y1,mp)dy1
∣∣∣ =

∣∣∣Idiag(·)
∣∣∣
q

p
−Ixy(y1,mp)

∣∣∣
q

p

∣∣∣.

Similarly, we get

(5.17) Sudiag =
∣∣∣
∫ q

p

Iy(y1,mq)− Iy(y1,my1)dy1

∣∣∣ =
∣∣∣Ixy(y1,mq)

∣∣∣
q

p
− Idiag(·)

∣∣∣
q

p

∣∣∣,

and then yield the formula for Sdiag.
Next, we consider the integral of |F (y)| in a general domain Q = [a, b] × [c, d] ⊂ R

++
2 . We

can decompose the regions into several parts according to the intersection between Q and the
line y2 = my1, and then apply the integral formulas Sdiag and Ixy (5.15).

Fixed sign: (1) c ≥ mb, (6) d ≤ ma. In these two cases, we have y2 ≥ my1 for any y ∈ Q or
y2 ≤ my1 for any y ∈ Q. Thus, F (y) has a fixed sign in Q and we can use the analytic formula
Ixy (5.15) to evaluate S.

(2) ma ≤ c ≤ mb,mb ≤ d. We decompose Q as follows

[a, b]× [c, d] = [a, c/m]× [c, d] ∪ [c/m, b]× [mb, d] ∪ [c/m, b]× [c,mb] , Q1 ∪Q2 ∪Q3.

(3) ma ≤ c ≤ mb, d ≤ mb. We decompose Q as follows

[a, b]× [c, d] = [a, c/m]× [c, d] ∪ [d/m, b]× [c, d] ∪ [c/m, d/m]× [c, d] , Q1 ∪Q2 ∪Q3.

(4) c ≤ ma,mb ≤ d. We decompose Q as follows

Q = [a, b]× [c,ma] ∪ [a, b]× [mb, d] ∪ [a, b]× [ma,mb] = Q1 ∪Q2 ∪Q3.

(5) c ≤ ma,ma ≤ d ≤ mb. We decompose Q as follows

Q = [a, d/m]× [c,ma] ∪ [d/m, b]× [c, d] ∪ [a, d/m]× [ma, d] , Q1 ∪Q2 ∪Q3.

In each case (2)-(5), for Q1, Q2, (my1)
2 − y22 and F have fixed signs and we use (5.15) to

evaluate the integral. For Q3, we apply (5.16), (5.17). See Figure 1 for an illustration of
decompositions in different cases.

We need to estimate the integral
∫

Q

|F |dy, |F | = |∂2(K2(y)y2)| =
∣∣∣y

4
1 − 6y21y

2
2 + y42

2|y|6
∣∣∣,

in Q = [a, b]× [c, d]. Without loss of generality, we assume Q ⊂ R
++
2 . We define

p1 = y41 + y42, p2 = 6y21y
2
2, b(Q) = max(pu1 − pl2, p

u
2 − pl1), f(Q) = 1− (pl1 ≤ pu2 )(p

l
2 ≤ pu1 ).

Since pi is increasing in y1, y2, it is easy to obtain the piecewise upper and lower bounds
pli, p

u
i . If f = 1, we get p1(y) ≥ p2(y) or p2(y) ≥ p1(y) for any y ∈ Q, and F (y) has a fixed sign

in Q. Then we can use the analytic integral formula for ∂2(K2(y)y2) to evaluate the integral. If
f = 0, we bound the integral as follows

∫

Q

|F (y)|dy ≤ b(Q)

∫

Q

1

2|y|6 dy,
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Figure 1. Decompositions in different cases. First figure for case (1), (6), the
last four figures for case (2)-(5). The blue region denotes Q3.

and further evaluate the integral using the analytic formula that can be obtained by symbolic
computation.

5.1.4. Symmetric bounds for K(y). The kernel Kl(y) (5.1) enjoys the symmetry in y1, y2

Kl(y2, y1) = slKl(y1, y2), s1 = 1, s2 = −1.

Therefore, we have

∂m1 ∂
n
2 (Kl(y1, y2)) · yi1yj2 = sl∂

m
1 ∂

n
2 (Kl(y2, y1)) · yi1yj2 = sl(∂

n
1 ∂

m
2 Kl(z)z

j
1z
i
2)
∣∣∣
(z1,z2)=(y2,y1)

.

We need to derive several estimates on ∂1Kl(y1, y2)y
i
1y
j
2. Using the above relations, once we

obtain the estimates related to ∂1Kl, we can obtain the estimate for ∂2Kl. Moreover, since

K1 = ∂12G, K2 = ∂21G, ∂1K1 = ∂2K2, ∂2K1 = ∂122G = −∂31G = −∂1K2,

once we derive the estimate related to ∂iK1, we can derive the estimate for ∂3−iK2 using the
above relation.

5.1.5. Asymptotic integral formulas. In the estimate of the derivatives of the regular part in ∇u,
we need to estimate several integrals

Ii,j,m,n ,

∫

Qa,b

|∂jKi(y)y
m
1 y

n
2 |dy, m+n = 2, Ji,j,l ,

∫

Qa,b

|∂j(Ki(y)yl)|dy, Qa,b , [−b, b]2\[−a, a]2

for i, j, l = 1, 2, where Ki is given in (5.1). When m+ n = 2, the integrand has a singularity of
order −1 and it is locally integrable. Thus, we can apply the estimates and the integral formulas
developed in Section 5.1.3 to estimate Ii,j,m,n. Since the integrand is symmetric in y1, y2, we
only need to estimate the integral in [0, b]2\[0, a]2.

In the second integral, the integrand has a singularity of order −2 and is not integrable near
0. Denote Fi,j,l(y) = ∂jKi(y)yl. Using the scaling symmetry of Ki, we get F (λy) = λ−2F (y)
and

∂aJi,j,l(a, b) = −
∫ a

0

(|Fi,j,l(a, s)|+ |Fi,j,l(s, a)|)ds = −
∫ 1

0

(|Fi,j,l(a, as)|+ |Fi,j,l(as, a)|)ads

= −1

a

∫ 1

0

(|Fi,j,l(1, s)|+ |Fi,j,l(s, 1)|)ds,
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where we have used a change of variables s→ as in the last inequality. We remark that the last
integral is independent of a, b and is a constant. Since Ji,j,l(b, b) = 0, we derive

Ji,j,l(a, b) = Ji,j,l(b, b)−
∫ b

a

∂xJi,j,l(s)ds = Ci,j,l log
b

a
, Ci,j,l ,

∫ 1

0

(|Fi,j,l(1, s)|+|Fi,j,l(s, 1)|)ds.

It remains to estimate Ci,j,l. This can be done by using the above identity with (a, b) = (1, 2),

Ci,j,l =
Ji,j,l(1, 2)

log 2
,

and applying the estimates in Section 5.1.3 to Ji,j,l in the domain Q1,2. In particular, using
|Ki(y1, y2)| = |Ki(y2, y1)| and (5.3)

∫ 1

0

(|K1(s, 1)|+ |K1(1, s)|)ds = 2

∫ 1

0

K1(s, 1)ds =
1

1 + s2

∣∣∣
1

0
=

1

2
,

∫ 1

0

|K2(s, 1)|+ |K2(1, s)|ds = 2

∫ 1

0

K2(1, s)ds =
s

s2 + 1

∣∣∣
1

0
=

1

2
,

we get

(5.18)

∫

[−b,b]2\[−a,a]2
|Ki(y)|dy = 2 log(b/a).

5.2. Strategy of estimating the explicit integrals. In the sharp Hölder estimates, we need
to estimate several explicit integrals, e.g. (5.34)

(5.19)
∣∣∣
∫ ∞

0

∫ ∞

1/2

1s2≤b1s1≥f(s2)|T (s1, s2)− s1|1/2∆(s)ds
∣∣∣, ∆(s) = K(s− s∗)−K(s− sr),

in the Hölder estimate of ux, where ∆ is some kernel singular at s∗, T is the map, and sr is
another fixed point, e.g. (−1/2, 0), outside the domain of the integral. In all cases, the integrand
can be written as

I(s1, s2) = 1A(s1,s2)≥0|T (s)− sj |1/2|∆(s)|
for j = 1 or 2, where 1A(s1,s2)≥0 is some indicator function. To obtain a sharp estimate, we
decompose the domain of the integral into the bulk, and the far-field. In the far-field, s is very
large. Using the cancellation in the kernel ∆, we have

|∆(s)| ≤ C|s∗ − sr|||∂jK(s)|,
for some constant C and j = 1 or 2. In the domain A(s) ≥ 0, we have 0 ≤ T (s) ≤ sj , and apply
the trivial bound |T (s)− sj | ≤ sj . This allows us to estimate the far-field of the integral easily.
Due to the decay of the integrand, the contribution of the integral in the far-field is very small.

In the bulk, we partition the integral using dense mesh and estimate the integral in each
small region Q = [xl, xu] × [yl, yu]. We study the monotonicity of the function A(s) and T (s)
and obtain their piecewise bounds in Q

Al(Q) ≤ A(s) ≤ Au(Q), T l(Q) ≤ T (s) ≤ T u(Q, s ∈ Q.

The upper and lower bounds of sj are given by the endpoints of the domain. It follows

(5.20)

1Al≥0 ≤ 1A(s)≥0 ≤ 1Au≥0, |T (s)− sj | ≤ max
α,β=l,u

|Tα − sβ |,

S =

∫

Q

I(s)ds ≤ 1Au≥0 max
α,β=l,u

|Tα − sβ |1/2
∫

Q

|∆(s)|ds.

In particular, the integral is 0 if Au < 0. The set A(s) = 0 has zero measure in our integrals.
The integral for |∆(s)| can be estimated using the Trapezoidal rule in Section 5.1. The same
method applies to estimate more general integrals

∏

1≤i≤n
1Ai(s)≥0f(s)|∆(s)|

in Q, for some function f ≥ 0 and several indicator functions 1Ai(s)≥0. There are three improve-
ments.



SUPPLEMENTARY MATERIAL FOR NUMERICS 7

5.2.1. ∆(s) has a fixed sign. In the support of the integrand I(s), ∆(s) has a fixed sign. Yet,
it may not have a fixed sign in Q since we estimate the indicator function 1A≥0 ≤ 1Au≥0. If
Al ≥ 0, then we have 1A(s)≥0 ≥ 1Al≥0 = 1, ∆(s) has a fixed sign in Q and

S =

∫

Q

|T (s)−sj |1/2|∆(s)|ds ≤ max
s∈Q

|T (s)−sj |1/2
∫

Q

|∆(s)|ds = max
Q

|T (s)−sj |1/2
∣∣∣
∫

Q

∆(s)ds
∣∣∣.

For the last integral, we can use the analytic integral formula for ∆(s).

5.2.2. Estimate of |T (s) − s| near the singularity. Near the singularity of ∆(s) at s∗, we need
to exploit the smallness of |T (s) − sj | . |s − s∗| to cancel the singularity of ∆(s), which has
order of |s− s∗|−2. The previous piecewise bounds for T (s)− sj in (5.20) do not provide such
an order. We estimate

(5.21) 1A(s)≥0|T (s)− sj | ≤ c1(Q)|s1 − s∗,1|+ c2(Q|s2 − s∗,2|.

The piecewise constant ci(Q) can be obtained using the piecewise bounds of ∇T . We will study
the piecewise bounds of T,∇T in the following section.

5.2.3. Estimate of integral near the singularity. Recall from (5.19) that the kernel ∆ can be
written as K(s − s∗) − K(s − sr). Near the singularity, K(s − sr) is regular and its related
integral is much smaller. Using (5.21) and the triangle inequality, we get

S ≤ max
Q

|T (s)− sj |1/2
∫

Q

|K(s− sr)|ds+
∫

Q

|T (s)− sj |1/2|K(s− s∗)|ds , S1 + S2.

For S1, we estimate it using the previous method. For S2, we further bound |T (s)−sj | as follows
|T (s)− sj | ≤ c3(Q)|sj − s∗,j |,

for some piecewise constant c3(Q) depending on T and ∇T . Then we estimate S2 as follows

S2 ≤ c3(Q)

∫

Q

|K(s− s∗)||sj − s∗,j |1/2ds = c3(Q)

∫

Q−a
|K(s)||sj |1/2ds,

for a = (s∗,1, 0) or a = (0, s∗,2), and evaluate the integral using the analytic integral formula for

K(s)|sj |1/2.

5.2.4. Partition the domain of the integrals and the piecewise bounds. To estimate the 2D inte-
gral, we will partition the domain [0,∞)2 using adaptive mesh x1 < x2 < .., < xn1+1 = ∞, y1 <
y2 < .., < yn2+1 = ∞. The integrals we will estimate depend on 1 or 2 parameters. For example,
the integral in (5.34) depends on b, and the integrals in (5.43), (5.49) depend on [A,B]. These
parameters impose a constraint on the domain of the integral, e.g. 1y2≤b in (5.34), 1y2≤A in
(5.49). Using the monotonicity of the integrals (or different parts of the integrals) on these
parameters, we only need to estimate the integrals with parameters on the mesh, e.g. b = yi for
(5.34) or A = yi, B = xj for (5.49),

∫ b

0

|F (s1, s2)|ds2 ≤
∫ bu

0

|F (s1, s2)|ds2, b ∈ [bl, bu].

For b, A,B on the grid point, the support of the integrand is the union of the small grid
[xl, xu] × [yl, yu]. Thus we can take the sum of the integrals in these grids to estimate the
integrals with parameter b, A,B. For example, after we estimate

Qi =

∫ bi+1

bi

|I(s)|ds,

the cumulative sum of
∑

j≤iQj provides a piecewise bound for
∫ b
0 |I(s)|ds. This strategy allows

us to obtain piecewise bounds for parameters b, A,B and the uniform bound.
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5.3. Estimate of the sharp constants for ux. We first study some properties of the transport
map T (s1, s2) for ux. Recall from Sectin 3.3 [3] that T solves the cubic equation

(5.22) 0 = −1− 8Ts1 + 16Ts1(T
2 + Ts1 + s21)− 8s22(1− 4s1T + 2s22).

Solving

∆(y1, y2) = 0, ∆(y) , K1(y1 + 1/2, y2)−K1(y1 − 1/2, y2) = 0,

for y1 ≥ 0, we yield the threshold f(s2) determining the sign of the kernel

(5.23) f(s2) =
( 1

2 − 2s22 +
√
16s42 + 4s22 + 1

6

)1/2

.

For s1, s2 > 0, we establish in Section 3.3 [3]

(5.24) ∆(s) ≤ 0, s1 ∈ [f(s2),∞), ∆(s) ≥ 0, s1 ∈ (0, f(s2)].

Firstly, for a fixed s2 6= 0 and s1 > 0, we show that it has a unique solution on [0,∞).
Dividing s1 on both side of (5.22) yields

(5.25) g(T ) , T 3 + T 2s1 + T (s21 −
1

2
+ 2s22)−

(4s22 + 1)2

16s1
= 0.

Since g(0) < 0 and g(∞) > 0, the above equation has at least one real root on R+. We introduce
Z = T + s1

3 and can rewrite the above equation in terms of Z

(5.26)

0 =(T +
s1
3
)3 − s31

27
+ T (

2

3
s21 −

1

2
+ 2s22)−

(4s22 + 1)2

16s1

=Z3 + Z(
2

3
s21 −

1

2
+ 2s22))−

( (4s22 + 1)2

16s1
+

7

27
s31 +

s1
3
(2s22 −

1

2
)
)

,Z3 + p(s1, s2)Z + q(s1, s2).

The discriminant is given by

(5.27) ∆Z(s1, s2) = −(27q(s1, s2)
2 + 4p(s1, s2)

3).

Note that

−q ≥ 7

27
s31 −

s1
6

+
1

16s1
≥ (2

√
7

27
· 1

16
− 1

6
)s1 ≥ 0,

and −q, p are increasing in |s2|. We yield

−∆Z(s1, s2) ≥ −DZ(s1, 0) =
(1− 4s21)

2(27− 56s21 + 48s41)

256s21
≥ 0.

When s 6= (12 , 0), the above inequality is strict. Using the solution formula for a cubic equation,

we obtain that the cubic equation for T or Z has a unique real root for s 6= (± 1
2 , 0) given by

(5.28) Z = r1 −
p

3r1
, r1 =

(−q +
√
q2 + 4

27p
3

2

)1/3

, T = Z − s1
3
,

where p, q are defined in (5.26). For s = (12 , 0), it is easy to get that T = 1
2 = s1 is the unique

solution in (0,∞), which is also given by the above formula.
We have the following basic properties for the map T and the threshold f(s2) (5.23).

Lemma 5.3. The map T (s1, s2) is increasing in s2 and decreasing in s1. Moreover, we have

f(s2) ≥ 1
2 , f(s2) is increasing in s2 for s2 > 0, and

(5.29)

4s22 + 1 ≥ max(4s1T (s1, s2), 1), T 2 + Ts1 + s21 + 2s22 ≥ 3

4
, for s1 ≥ 0,

|T (s1, s2)− s1| ≤ max
x∈[f(s2),s1]

(|Tx(x, s2)|+ 1)|s1 −
1

2
|, s1 ≥ f(s2).
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Proof. The estimate f(s2) ≥ 1
2 follows from (5.23) and 1+4s22+16s42 ≥ (1+2s22)

2. From (5.23),
for s2 > 0, since

d

ds2
(6f2(s2)) = −4s2 +

64s32 + 8s2

2
√
16s42 + 4s22 + 1

, (8s22 + 1)2 > 16s42 + 4s22 + 1,

f(s2) is increasing in s2 > 0. Denote P = 4s1T,Q = 4s22 + 1. Using (5.22), we get

Q2 = (4s22 + 1)2 = 16Ts1(T
2 + Ts1 + s21) + 32s22s1T − 8Ts1

≥ 16Ts1 · 3Ts1 + 2(Q− 1)P − 2P = 3P 2 + 2PQ− 4P.

If P ≤ 1, we derive Q ≥ 1 ≥ P . If P > 1, solving the above quadratic inequality in Q, we
yield

Q ≥ P +
√
4P 2 − 4P, or Q ≤ P −

√
4P 2 − 4P .

Note that for P > 1, we have P −
√
4P 2 − 4P < 1. Thus, we must have

Q ≥ P +
√
4P 2 − 4P ≥ P.

This proves the first inequality in (5.29). Using (5.22) again, we derive

T 2 + Ts1 + s21 + 2s22 =
1

16Ts1
(8Ts1 + (4s22 + 1)2) ≥ 1

16Ts1
(8Ts1 + 4Ts1) =

3

4
,

where we have used the first inequality in (5.29) that we just proved. The last inequality in
(5.29) follows directly from f(s2) ≥ 1

2 and the mean value theorem.
Since (5.22) is symmetric in T and s1, and its has a unique positive real root for any s1 > 0,

we get T (T (s1, s2), s2) = s1, or T ◦ T = Id. Using (5.90) and (5.24), we get

∆(s1, s2) = Ts1(s1, s2)∆(T (s1, s2), s2).

Since ∆(s1, s2) and ∆(T (s1, s2), s2) have opposite sign, it follows Ts1 ≤ 0.
Taking s2 derivative on both sides of (5.25), we yield

(5.30)
dT

ds2
(3T 2 + 2Ts1 + s21 −

1

2
+ 2s22) + s2(4T − 4s22 + 1

s1
) = 0.

Using the first and the second inequality in (5.29), we prove dT
ds2

≥ 0. �

5.3.1. Piecewise bounds for T,∇T . Using the monotonicity of T in Lemma 5.3 and its analytic
formula, we can derive the piecewise upper and lower bounds for the map T (s) in [sl1, s

u
1 ] ×

[sl2, s
u
2 ] ⊂ R

2
+,

(5.31) T l = T (su1 , s
l
2), T u = T (sl1, s

u
2 ).

Such a formula can lead to a large round off error when s1/s2 and s1 are large. In such a
case, we derive another bound. Firstly, we write (5.22), (5.25) as follows

T 3 + T 2s1 + (T − T̂ )(s21 −
1

2
+ 2s22) = 0, T̂ =

(4s22 + 1)2

16s1(s21 − 1
2 + 2s22)

.

The function T̂ can be seen as the approximation of T , and we can estimate the piecewise bounds
for T̂ easily. For s1 > 1, s2 > 0, since T > 0, s21 − 1

2 + 2s22 > 0, we yield T ≤ T̂ and

(5.32) T = T̂ − T 3 + T 2s1

s21 − 1
2 + 2s22

≥ T̂ − T̂ 3 + T̂ 2s1

s21 − 1
2 + 2s22

.

Using the piecewise bounds for T̂ and the above estimates, we can obtain another piecewise
bounds for T . Taking s1 derivative of (5.25), we yield

dT

ds1
(3T 2 + 2Ts1 + s21 −

1

2
+ 2s22) + T 2 + 2s1T +

(4s22 + 1)2

16s21
= 0.

From (5.30) and the above formula, we obtain ∂siT = Pi(T,s1,s2)
Qi(T,s1,s2)

for some polynomials Pi, Qi.

Using the above piecewise bounds for T , we can further obtain piecewise bounds for ∇T .
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Near the singularity of the integral, we need to obtain a sharp estimate of T (s)− s1. Since
T (f(s2), s2) = f(s2), and f(s2) ≥ 1/2, for s1 ≥ f(s2), we yield
(5.33)

|T (s)− s1| = |T (s)− s1 − (T (f(s2), s2)− f(s2))| ≤ |s1 − f(s2)|( max
ξ∈[f(s2),s1]

|Ts1(ξ, s2)|+ 1)

≤ |s1 − 1/2|( max
ξ∈[1/2,s1]

|Ts1(ξ, s2)|+ 1).

We can estimate the upper bound using the piecewise bounds for ∇T .
5.3.2. Estimate of the explicit integrals for [ux]C1/2

x
. In this section, we estimate the integral

(5.34)

S(b) =
∣∣∣
∫ b

0

ds2

∫ ∞

f(s2)

|T (s1, s2)− s1|1/2∆(s)ds1

∣∣∣ =
∣∣∣
∫ ∞

0

∫ ∞

1/2

1s2≤b1s1≥f(s2)|T (s1, s2)− s1|1/2∆(s)ds
∣∣∣,

∆(s) = K1(s1 +
1

2
, s2)−K1(s1 −

1

2
, s2),

in the upper bound in Lemma 3.1 [3], and obtain its piecewise bounds for b ∈ [1,∞), where
f(s2) and T (s) are determined by (5.23), (5.22). Note that one needs to multiply S(b) by a
factor 4

π to get the constant in Lemma 3.1 [3]. In the second identity, we have used f(s2) ≥ 1
2

from Lemma 5.3. The kernel satisfies ∆(s) ≤ 0 in the domain of the integral.
For very large R0, R1, e.g. R0 = R1 = 108, and small m1 > 0, we decompose the domain

integral into four parts

(5.35)
D1 = [1/2, R1]× [m1, R0], D2 = [1/2, R1]× [0,m1],

D3 = [R1,∞]× [0, R0], D4 = [1/2,∞)× [R0,∞).

The first part captures the bulk part of the integrals, D2 captures the integral near the
singularity, and D3 and D4 capture the far-field of the integral. We follow the strategy in
Section 5.2 to estimate the integrals.

Integral in the finite domain. To estimate the integrals in D1, D2, we discretize the domain
[1/2, R1]× [0, R0] using

1/2 = x0 < x2 < ... < xn1 = R1, 0 = z0 < z1 < ... < zn2 = R0.

Since S(b) is increasing in b, it suffices to estimate S(b) for b = zi and S(∞). For a fixed domain

s ∈ [xi−1, xi]× [zj−1, zj] , Xi × Zj , Qij , since f(s2) is increasing (Lemma 5.3), we have

Sij =

∫

Qij

1s1≥f(s2)|T (s)− s1|1/2|∆(s)|ds ≤ 1xi≥f(zj−1)

∫

Qij

|T (s)− s1|1/2|∆(s)|ds.

Using the piecewise bounds of T (s) in Qij (5.31), (5.33), we get

|T (s1, s2)− s1| ≤ min
(
max(T u − sl1, s

u
1 − T l), |s1 − 1/2|

(
max

ξ∈[1/2,xi]×Zj

|Ts1(ξ, s2)|+ 1
))
.

For the integral
∫
Q |∆(s)|, we use the two estimates in Section 5.1 based on the Trapezoidal

rule and the analytic integral formulas. If xi−1 ≥ f(zj), from (5.24), we get

s1 ≥ xi−1 ≥ f(zj) ≥ f(s2), |∆(s)| = −∆(s),

for any s ∈ Qij . Hence, we can use the analytic integral formula for ∆(s) in this case.
Near the singularity s = (1/2, 0), we use the triangle inequality to obtain another estimate

Sij ≤
∫

Qij

|T (s)− s1|1/2(K1(s1 + 1/2, s2) +K1(s1 − 1/2, s2)|)ds , I1 + I2.

where we have used K1(s1, s2) > 0 for s1, s2 > 0. The regular part I1 is estimated using the
previous method. Using (5.33), for the singular part I2, we have

I2 ≤ ( max
ξ∈[1/2,xi]×Zj

|Ts1(ξ, s2)|+ 1)

∫

Qij

(s1 − 1/2)1/2K1(s− 1/2, s2)ds,

and obtain the integral using the analytic integral formula for K1(s)s
1/2
1 .
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Integral in the far-field. The integrals in the far-field D3, D4 (5.35) are very small. Next, we
estimate the integral in D3, for s1 ≥ f(s2), we derive

(5.36) s1 ≥ f(s2) ≥ T (s), |s1 − T (s)| ≤ s1.

Denote Rm = min(R0, R1). In D3 ∪D4, we have max(s1, s2) ≥ Rm. Applying Lemma 5.2 with
i+ j = 3 and the Mean Value Theorem yields

|∆in(s)| = |∂1K1(ξ, s2)| ≤
1

(ξ2 + s22)
3/2

≤ CR|s|−3, CR = (
Rm

Rm − 1/2
)3,

for some ξ ∈ [s1− 1
2 , s1+

1
2 ], where we have used |(ξ, s2)| ≥ |s|−1/2 ≥ |s|(1− 1

2Rm
) = |s| Rm

Rm−1/2 .

For the integrals in D = D3 or D = D3 ∪D4 (5.35), using the above estimates, we yield

SD ,

∫

D

1s2≤b1s1≥f(s2)|T − s1|
1
2 |∆(s)|ds ≤ CR

∫

D

s
1/2
1

|s|3 ds,

SD3 ≤ CR

∫ ∞

R1

ds1

∫ R0

0

s
1/2
1

|s|3 ds ≤ CR

∫ ∞

R1

s
−5/2
1 R0ds1 = CR

2

3
R

−3/2
1 R0 = CR

2

3
R

−3/2
1 R0,

SD3,D4 ≤ CR

∫

|s|≥Rm,s∈R
++
2

s
1/2
1

|s|3 ds ≤ CR

∫

|s|≥Rm,s∈R
++
2

|s|− 5
2 ds = CR

∫ ∞

Rm

r−
3
2 dr

∫ π
2

0

dβ = CRπR
− 1

2
m .

Note that if b ≤ R0, due to the restriction 1s2≤b, we only need to estimate the integral in D3.
Combining the estimate of the integrals Sij and SD3 , we can estimate S(b) for b = zi, i =

1, 2, .., n2. Adding the contribution from SD4 , we obtain the estimate of S(∞). Since S(b) is
increasing, we obtain piecewise bounds and the uniform bound for S(b) (5.34). We remark that
to obtain the constant in Lemma 3.1s [3], one needs to further multiply the constant 4

π .

5.3.3. Estimate the integrals for [ux]
1/2
Cy

. In this section, we estimate the integral

(5.37) S(a) =

∫ a

0

∫ ∞

0

y
1/2
1

∣∣∣ y1(1/2− y2)

(y21 + (1/2− y2)2)2
+

y1(1/2 + y2)

(y21 + (1/2 + y2)2)2

∣∣∣dy,

in Lemma 3.2 [3] for the estimate of [ux]C1/2
y

. Note that one needs to multiply S(a) by a factor
√
2
π to get the constant in Lemma 3.2. Clearly, S is increasing in a.
Swapping the dummy variables y1, y2 and writing (1/2− y1) = −(y1 − 1/2), we yield

(5.38)

S(a) =

∫ ∞

0

dy1

∫ a

0

y
1/2
2

∣∣∣ y2(y1 − 1/2)

(y22 + (1/2− y1)2)2
− y2(1/2 + y1)

(y22 + (1/2 + y1)2)2

∣∣∣dy2 =

∫ a

0

y
1/2
2 dy2

∫ ∞

0

|∆(y)|dy1,

where ∆(s) is defined in (5.24).
Using the sign property (5.24), we can first compute the integral in y1

(5.39)∫ ∞

0

|∆(y)|dy1 = (

∫ f(y2)

0

−
∫ ∞

f(y2)

)∆(y)dy1 =
1

2

(
− y2

y22 + (y1 +
1
2 )

2
+

y2

y22 + (y1 − 1
2 )

2

)
(
∣∣∣
f(y2)

0
−
∣∣∣
∞

f(y2)
)

= g(f(y2)− 1/2, y2)− g(f(y2) + 1/2, y2), g(y) ,
y2

y21 + y22
,

where we have used A(
∣∣∣
b

a
−

∣∣∣
d

c
) to denote (A(b) − A(a)) − (A(d) − A(c)). The boundary term

vanishes at 0 and ∞. It follows

S(a) =

∫ a

0

y
1/2
2

(
g(f(y2)− 1/2, y2)− g(f(y2) + 1/2, y2)

)
dy2, g(y) ,

y2
y21 + y22

.

We partition [0,∞) using mesh 0 = z0 < z1 < ... < zn2 = R0 and ∞. Since S(a) is increasing
in a, it suffices to estimate S(a) for a = zi and a = ∞.
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Integral in a finite domain. Clearly, g(y) is decreasing in y1 for y1 > 0. For the integral in
Zj = [zj−1, zj], since f(y2) is increasing in y2 and f(y2) ≥ 1/2 (see Lemma 5.3), we get

1/2 ≤ f l = f(zj−1) ≤ f(y2) ≤ f(zj) = fu, y2 ∈ Zj.

Using the above estimate and dy2 log |y| = g, we derive

Sj ,

∫ zj

zj−1

y
1/2
2

(
g(f(y2)−

1

2
, y2)− g(f(y2) +

1

2
, y2)

)
dy2 ≤ z

1/2
j

∫

Zj

(g(f l − 1

2
, y2)− g(fu +

1

2
, y2))dy2

= z
1/2
j

1

2

(
log(y22 + (f l − 1

2
)2)− log(y22 + (fu +

1

2
)2)

)∣∣∣
zj

zj−1

.

We remark that f l, fu do not depend on y2. Using

g(f(y2)−
1

2
, y2)− g(f(y2) +

1

2
, y2) =

y2

(f − 1
2 )

2 + y22
− y2

(f + 1
2 )

2 + y22
=

2y2f

((f − 1
2 )

2 + y22)((f + 1
2 )

2 + y22)

≤fu
fl

2y2fl
((fl − 1/2)2 + y22)((fl + 1/2)2 + y22)

=
fu
fl

(g(f l − 1

2
, y2)− g(f l +

1

2
, y2)),

and computation similar to the above, we obtain another estimate

Sj ≤ z
1/2
j

fu

f l
1

2

(
log(y22+(f l−1

2
)2)−log(y22+(f l+

1

2
)2)

)∣∣∣
zj

zj−1

= z
1/2
j

fu

2f l
log(1− 2fl

y22 + (f l + 1/2)2
)
∣∣∣
zj

zj−1

.

For the integral near the singularity, e.g. when zj is small, we need to exploit the cancellation

between the kernel and y
1/2
2 . Since the more regular part −g(f(y2) + 1/2, y2) ≤ 0, we derive an

improved estimate near the singularity

Sj ≤
∫ zj

zj−1

y
1/2
2 g(f(y2)− 1/2, y2)dy2 ≤

∫ zj

zj−1

y
1/2
2

1

y2
dy2 = 2(z

1/2
j − z

1/2
j−1).

Integral in the far-field. For the integral in the region y2 ≥ R0, we treat it as an error. Using
ξ2 + y22 ≥ 2|ξy2| and the Mean Value Theorem, we get

|g(f(y2)− 1/2, y2)− g(f(y2) + 1/2, y2)| = |∂y1g(ξ, y2)| =
2|ξy2|

(ξ2 + y22)
2
≤ 1

y22
,

for some ξ ∈ [f − 1/2, f + 1/2]. Using (5.39) and the above estimate, we yield
∫ ∞

R0

y
1
2
2

∫ ∞

0

|∆(y)|dy1 =

∫ ∞

R0

y
1/2
2

(
g(f(y2)−

1

2
, y2)− g(f(y2) +

1

2
, y2)

)
dy2 ≤

∫ ∞

R0

y
1
2
2 y

−2
2 dy2 = 2R

− 1
2

0 .

5.4. Estimate the sharp constants for uy, vx. In this section, we estimate the integrals in
the sharp Hölder estimate of uy, vx. Recall the monotonicity lemma proved in Section 3.4 [3].

Lemma 5.4. Suppose f, fg ∈ L1 and g ≥ 0 is monotone increasing on [0,∞]. For any 0 ≤ k ≤
b ≤ c, we have

∫ b+k

b−k
|f(x− k)|g(x)dx ≤

∫ c−k

b−k
|f(x− k)− f(x+ k)|g(x)dx +

∫ c+k

c−k
|f(x− k)|g(x)dx.

We have the following basic Lemma for the map T (5.92). See the left figure in Figure 2 for
an illustration of the sign of the kernel and the map.

Lemma 5.5. For y1, y2 > 0, equation (5.92) has a unique solution T in (0,∞). For y1, y2 > 0,
T (y) is decreasing in y2, and | d

dy2
T (y)| ≤ 1 if T (y) ≤ y2; T (y1, y2) is decreasing in y1 for y1 ≤ 1,

and T is increasing in y1 for y1 > 1.

Proof. We fix y1, y2 > 0. Recall the equation (5.92)

(5.40) g(T ) , T 3 + T 2y2 + T (y22 + 2 + 2y21)−
(y21 − 1)2

y2
= 0.
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Since g(0) < 0 and g(∞) > 0, there exists at least one real root in (0,∞). The uniqueness is
discussed below (5.92) and follows from the discriminant. Taking y2 derivative, we yield

dT

dy2
(3T 2 + 2Ty2 + y22 + 2 + 2y21) + T 2 + 2Ty2 +

(y21 − 1)2

y22
= 0,

which implies dT
dy2

< 0. For T (y) ≤ y2, using (5.40), we get

T 2+2Ty2+
(y21 − 1)2

y22
= T 2+2Ty2+

T 3 + T 2y2 + T (y22 + 2 + 2y21)

y2
≤ T 2+2Ty2+2T 2+(y22+2+2y21),

which along with the formula of dT
dy2

implies | dTdy2 | ≤ 1.

Taking y1 derivative, we yield

dT

dy1
(3T 2 + 2Ty2 + y22 + 2 + 2y21) + 4Ty1 −

4y1(y
2
1 − 1)

y2
= 0.

From the above equation for T , we get

(y21 − 1)2 = y2(T
3 + T 2y2 + T (y22 + 2 + 2y21)) > (Ty2)

2,

y21 − 1 > Ty2, for y1 > 1, y21 − 1 < −Ty2, for y1 < 1.

Hence, we prove the monotonicity properties of T . �
The above derivations provide the formula of ∇T in terms of T, y1, y2. We can use the

monotonicity of T to obtain its piecewise bounds. For large y1, y2, to reduce the round off error,
following the argument in Section 5.3.1 and (5.32) and using (5.40), we obtain another piecewise
bounds for T

(5.41) T̂ ≥ T = T̂ − T 3 + T 2y2
y22 + 2 + 2y21

≥ T̂ − T̂ 3 + T̂ 2y2
y22 + 2 + 2y21

, T̂ ,
(y21 − 1)2

y2(y22 + 2 + 2y21)
.

Using the formulas of ∇T and the bounds for T , we can further obtain the piecewise bounds
for∇T . Near the singularity of the kernel (±1, 0), we need a sharp bound for T (y)−y2 by C|y−1|
so that it can cancel the singularity of the kernel with order −2. Note that the bound based
on the piecewise bounds for T (y)− y2 does not provide the order |y − 1| when y is sufficiently
close to 1. Recall sc(y1) from (5.89). It satisfies T (y1, sc(y1)) = sc(y1). Following (5.36), for
y2 ≥ sc(y1) ≥ T (y) we have

|y2−T (y1, y2)| = |y2−T (y1, y2)−sc(y1)−T (y1, sc(y1))| ≤ |y1−sc(y1)|( max
ξ∈[sc(y1),y2]

|∂y2T (y1, ξ)|+1).

Using the formula (5.89) and

(2y21 − 3y1 + 2)2 − (y41 − y21 + 1) = 3y41 − 12y31 + (8 + 9 + 1)y21 − 12y1 + 3 = 3(y1 − 1)4 ≥ 0,

we yield

(sc(y1))
2 =

−(y21 + 1) + 2(y41 − y21 + 1)1/2

3
=

−(y21 + 1)2 + 4(y41 − y21 + 1)

3(y21 + 1 + 2(y41 − y21 + 1)1/2)

≥ 3(y21 − 1)2

3(y21 + 1 + 2(2y21 − 3y1 + 2))
=

(y1 − 1)2(y1 + 1)2

5y21 − 6y1 + 5
.

Thus, we get

y2 − sc(y1) ≤ y2 − |y1 − 1|f(y1) ≤ y2, f(y1) =
y1 + 1

(5y21 − 6y1 + 5)1/2
.

Near y = 1, f(y1) ≈ 1 and the upper bound is O(|y − 1|). Moreover, from the above formula,
since (y41 − y21 + 1)1/2 ≥ (y21)

1/2 = y1, we have
(5.42)

(sc(y1))
2 =

3(y1 − 1)2(y1 + 1)2

3(y21 + 1 + 2(y41 − y21 + 1)1/2)
≤ 3(y1 − 1)2(y1 + 1)2

3(y21 + 1 + 2y1)
= (y1−1)2, sc(y1) ≤ |y1−1|.
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5.4.1. Estimate the explicit integrals for uy, vx. We follow the strategy in Section 5.2 to estimate

the integrals in the C
1/2
x estimate of vx, uy. Recall from Appendix B.1 [3] the estimate of [vx]C1/2

x

(5.43)

2−1/2|vx(−1, x2)− vx(1, x2)| ≤ 2−1/2 1

π

(
(Sin,x + S1D)[ω]C1/2

x
+ 4(Sin,y + Sout)[ω]C1/2

y

)
,

Sin,x =

∫

y1 /∈J1,y1≥0

√
2y1|∆1D(y1)|dy1,

Sin,y = Sup + Slow, Sin,y,ns = Sup,ns(ε) + Slow, Sup = Sup,ns(ε) + Sin,y,ε,

Sup,ns(ε) =

∫

y1∈R+\[1−ε,1+ε]

∫ A

sc(y1)

|T (y)− y2|
1
2 |∆(y)|dy2dy1,

Slow =

∫

y1∈J+
1 \[1−ε,1+ε]

∫ T (y1,A)

0

|y2|
1
2 |∆(y)|dy2dy1,

Sout =
1

4

√
2x2

∫

R

∫ B

x2

|∆(y)|dy =
1

2

√
2x2

∫

R+

∫ B

x2

|∆(y)|dy,

S1D = 2

∫ 9

1
9

|∆1D|y1 − 1|1/2dy1 +
∫ 1

9

0

|∆1D|
√
2y1dy1 + (π + P (

1

9
))
√
2,

and the estimate of [uy]C1/2
x

(5.44)

2−1/2|uy(−1, x2)− uy(1, x2)| ≤ 2−1/2 1

π

(
S̃1D[ω]C1/2

x
+ 4(Sup + Sout)[ω]C1/2

y

)
,

S̃1D =

∫

R+

|∆1D(y1)|
√

2y1dy1,

where Sout and Sup are given above,

(5.45)

A = min(x2, B), P (k) , −
∫ 9

k

|∆1D(y1)|dy1, J1 = [−9, 9], J+
1 = [0, 9],

∆1D(y1) = gA(y1 + 1)1|y1+1|≤B − gA(y1 − 1)1|y1−1|≤B, gb(y) =
b

y2 + b2
,

sc(y1) is given below, and Sin,y,ε,· estimates the following integrals near the singularity

(5.46)

I±(ε) ,

∫

Jε

∫ A

0

K2(y1 ± 1, y2)W̃ (y)dy, I(ε) ,

∫

Jε

∫ A

0

∆(y)W̃ (y)dy = I+(ε)− I−(ε),

|I±(ε)| ≤ Sin,y,ε,± · [ω]
C

1/2
y
, |I(ε)| ≤ Sin,y,ε, W̃ (y) = ω(y1, x2 − y2)− ω(y1, x2),

Jε , [1− ε, 1 + ε].

We will estimate Sin,y,δ,± in Section 5.4.3. Note that the above variables, e.g.Sout, Sin,x, are
different from [3] by a constant. Here, we have restricted the domain of the integral to R

++
2 due

to symmetry. The upper bounds for vx, uy are the same as [3]. The subscript ns in (5.43) is
short for non-singular. For s1, s2 > 0, the map T and sc(s1) are obtained from

∆(s) = K2,B(s1 + 1, s2)−K2,B(s1 − 1, s2), ∆(s1, sc(s1)) = 0,
∫ y2

T

∆(y1, s2)ds2 = 0, K2,B(s) =
1

2

s21 − s22
|s|4 1|s1|,|s2|≤B.

When 0 ≤ s1 ≤ B − 1, we have

(5.47) ∆(s) = ∆in(s) = K2(s1 + 1, s2)−K2(s1 − 1, s2), sc(s1) = sc,in(s1),

sc,in is given by (5.89), and the map T is given by (5.92), which is denoted as Tin. See the
left figure in Figure 2 for an illustrations of the sign and the map in the inner regions. For
s1 ∈ [B − 1, B + 1], we get

(5.48) Tout =
(y1 − 1)2

y2
, ∆(s) = ∆out(s) = −K2(s1 − 1, s2), sc(s1) = s1 − 1.
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Figure 2. Illustration of the sign of the kernel ∆(y) and transportation plan.
The sign of ∆(y) in different regions is indicated by ±. The blue arrows indicate

the direction of 1D transportation plan. Left for C
1/2
x estimate: The black curve

and the red curve represents y2 = ±sc,in(y1), y2 = ±Tin(y1, A) for y1 ≥ 0,

respectively. Right for C
1/2
y estimate: The black curve is for y2 = ±sc(y1), or

equivalently y1 = h−c (|y2|) (two left black curves) and y1 = h+c (y2) (two right
black curves). The red curve represents y1 = T (m, |y2|). Note that these curves
do not agree with the actual functions.

For y1 ≥ 1 or y1 ≤ 1 and y2 > 0, the piecewise bounds for Tout(y) are trivial, and Tout is
decreasing in y2.

The above integral depends on two parameters x2, B. Denote A = min(x2, B). Our goal is
to obtain a uniform bound for all 0 ≤ A ≤ B ≤ ∞, B ≥ 2. We partition these two parameters
0 = A1 < .. < An1 < An1+1 = ∞, 2 ≤ B1 < B2 < .. < Bn2+1 = ∞, and estimate the bound for
A ∈ [Al, Au], B ∈ [Bl, Bu]. We discuss how to estimate each part below.

5.4.2. Bulk part Sin,y. Using the above notation and the localization of the kernel, we have
(5.49)

Sin,y,ns(ε) =

∫

[0,B−1]\Jε

∫ A

0

(
1y2≥sc(y1)|Tin(y)− y2|1/2 + 1y1≤91y2≤Tin(y1,A)y

1/2
2

)
|∆in(y)|dy

+

∫ B+1

B−1

∫ A

0

(
1y2≥sc(y1)|Tout(y)− y2|1/2 + 1y1≤91y2≤Tout(y1,A)y

1/2
2

)
|∆out(y)|dy

, Sin,y1,ns + Sin,y2,

where we have combined the integrals

1y1∈J11y2∈[sc(y1),A] + 1y1 /∈J1
1y2∈[sc(y1),A]

related to |T − y2|1/2 in Sin,y in (5.43). Since T (y1, y2) is decreasing in y2 (see Lemma 5.5, for
A ∈ [Al, Au], B ∈ [Bl, Bu], clearly, we have

Sin,y1,ns ≤
∫

[0,Bu−1]\[1−ε,1+ε]

∫ Au

0

(
1y2≥sc(y1)|Tin(y)− y2|1/2 + 1y1≤91y2≤Tin(y1,Al)y

1/2
2

)
|∆in(y)|dy,

Sin,y2 ≤
∫ Bu+1

Bl−1

∫ Au

0

(
1y2≥sc(y1)|Tout(y)− y2|1/2 + 1y1≤91y2≤Tout(y1,Al)y

1/2
2

)
|∆out(y)|dy.

We choose our mesh aligning with y1 = 9, y1 = 1± ε, y2 = Au to partition the integrals so that
for each small domain Q = [yl1, y

u
1 ]× [yl2, y

u
2 ], the restrictions are automatically imposed i.e.

1y1≤91y2≤Au1Q1[1−ε,1+ε](y1) = 1Q, or 0.

We follow the strategy in Section 5.2 to handle the indicators, the integral
∫
Q
|∆α(s)|, and

|Tα − y2|1/2, α = in, out. The analytic integral formula for K2(s) and K2(s)s
1/2
2 is given in

Section 5.1, and the estimate of |Tin − y2|1/2 is given in Section 5.4 after Lemma 5.5. The
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estimate of the second part Sin,y2 is much easier since the integrand is supported away from the
singularity (1, 0) since B ≥ 3 and the map Tout (5.48) and sc(y1) (5.89) are simple.

For Sin,y1,ns, we apply the above strategy to estimate the integrals in [0, 1− ε]× [0, A], [1 +
ε,∞). For the first integrand in Sin,y2, if B

u−Bl is large, which is the case for large B since we
partition the domain of B using adaptive mesh, the above estimate for Sin,y2 is not sufficient.
Note that the second integrand in Sin,y2 vanishes for large B since it is supported in y1 ≤ 9.

Additional estimate for Sin,y2. We consider another estimate for Sin,y2 by exploiting the
boundedness of the interval y1 ∈ [B − 1, B + 1]

I =

∫ B+1

B−1

∫ A

0

1y2≥sc(y1)|Tout(y)− y2|1/2|∆out(y)|dy

=
1

2

∫ B+1

B−1

∫ A

y1−1

∣∣∣ (y1 − 1)2

y2
− y2

∣∣∣
1/2

|K2(y1 − 1, y2)|dy =
1

2

∫ B

B−2

∫ A

y1

∣∣∣y
2
1

y2
− y2

∣∣∣
1/2

|K2(y)|dy,

in Sin,y2 in (5.49), where we have used sc(y1) = y1 − 1 (5.48), and a change of varialbes
y1 → y1 + 1. Since A ≤ B (5.45) and

B − 2 ≤ y1 ≤ y2 ≤ A ≤ B ≤ y1 + 2, y1 + y2 ≤
√
2(y21 + y22)

1/2, |y| ≥
√
2(B − 2),

in the support, we get

∣∣∣y
2
1

y2
− y2

∣∣∣
1/2

|K2(y)| =
∣∣∣ (y2 − y1)(y2 + y1)

y2

∣∣∣
1/2 (y2 − y1)(y2 + y1)

|y|4 ≤ (2 · 2)1/22
√
2|y|−3

≤ 4
√
2(
√
2)−3(B − 2)−3 = 2(B − 2)−3.

Since A ≤ B,Bl ≤ B, we yield

I ≤ 1

2

∫ B

B−2

∫ A

y1

2(B − 2)−3dy ≤ (B − 2)−3

∫ B

B−2

(B − y1)dy1 = 2(B − 2)−3 ≤ 2(Bl − 2)−3.

5.4.3. Near the singularity. Near s∗ = (1, 0), the integrand in Sin,y (5.43), (5.46) is singular of

order |x|−3/2 and quite complicated. To ease our computation, we use another estimate and
separate the estimate of two kernels in ∆(s) = K2(s1+1, s2)−K2(s1−1, s2). Below, we estimate
I±(ε) from (5.46) and derive the bound Sin,y,ε,±. We fix ε and then drop ε for simplicity.

(a) Regular part. Since the kernel K2(y1 + 1, y2) is regular, using K2(y) =
1
2
y21−y22
|y|4 , (5.46),

(5.50) |W̃ | ≤ y
1/2
2 [ω]

C
1/2
y
,

∫ 1+ε

1−ε
|K2(y1 + 1, y2)|dy1 ≤

∫ 1+ε

1−ε

1

2
|y|−2dy1 ≤ ε

(2− ε)2 + y22
,

we get

(5.51) |I+(ε)| ≤
∫ 1+ε

1−ε

∫ A

0

|K2(y1 + 1, y2)|y1/22 dy[ω]
C

1/2
y

≤ [ω]
C

1/2
y

∫ Au

0

εy
1/2
2

(2 − ε)2 + y22
dy2,

where we have used the fact that the integral is increasing in A and A ∈ [Al, Au] in the last
inequality. Following the strategy (d) in Section 5.2, we partition the domain of the integral
using the same mesh as that for Sin,y. In each interval [yl2, y

u
2 ], we have

(5.52)

∫ yu

yl

εy
1/2
2

(2− ε)2 + y22
dy ≤ √

yu
ε

2− ε
arctan(

y2
2− ε

)
∣∣∣
yu

yl
.
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(b) Singular part. Denote

a = min(A, ε), Qa , [−a, a]× [0, a], Q+
a , [0, a]2.

Recall I−(ε) from (5.46). We have

I−(ε) , |
∫ 1+ε

1−ε

∫ A

0

K2(y1 − 1, y2)W̃ (y)dy| = |
∫ ε

−ε

∫ A

0

K2(y)W̃ (y1 + 1, y2)dy|

≤ |
∫

Qa

K2(y1, y2)W̃ (y1 + 1, y2)dy|+ |
∫

[−ε,ε]×[0,A]\Qa

K2(y1, y2)W̃ (y1 + 1, y2)dy| , I−,1 + I−,2.

For the second part, using the bound for W̃ (5.50), we get

]I−,2| ≤ |
∫

[−ε,ε]×[0,A]\Q(a)

|K2(y1, y2)|y1/22 dy = 2

∫

[0,ε]×[0,A]\Q+
a

|K2(y)|y1/22 dy.

If A ≥ Al ≥ ε, we yield a = ε, A ≤ Au. Using K2(y) =
1
2
y21−y22
|y|4 ≤ 0 for y1 ≤ ε ≤ y2, we yield

I−,2 ≤ 2

∫ ε

0

∫ Au

ε

|K2(y)|y1/22 dy =
∣∣∣
∫ Au

ε

y1
|y|2

∣∣∣
ε

y2=0
y
1/2
2 dy2

∣∣∣ =
∫ Au

ε

ε

ε2 + y22
y
1/2
2 dy2.

We use the same method as (5.52) and ε
ε2+y22

= d
dy2

arctan(y2/ε) to estimate the integral.

We choose ε from the mesh for A. Then when Al < ε, we get Au ≤ ε. (This is similar to

a < b, a, b ∈ Z implies a+1 ≤ b.) Since A ≤ Au ≤ ε, we getK2(y) =
1
2
y21−y22
|y|4 ≥ 0 in [A, ε]×[0, A],

I−,2 ≤ 2

∫ ε

A

∫ A

0

K2(y)y
1/2
2 dy =

∫ A

0

− y1
|y|2

∣∣∣
ε

A
y
1/2
2 dy2 =

∫ A

0

(
A

A2 + y22
− ε

ε2 + y22
)y

1/2
2 dy2

= 2A1/2fs(1)− 2ε1/2fs((A/ε)
1/2) ≤ 2A1/2

u fs(1)− 2ε1/2fs((Al/ε)
1/2),

where we have used (5.5), (5.6).

For I−,1 and a fixed x2, using the scaling relation, (5.46) [W̃ (ay1, ay2)]C1/2
y (Q1)

= a1/2[W̃ ]
C

1/2
y (Qa)

≤
a1/2[ω]

C
1/2
y

, and (5.86), we get

|I−,1| ≤ |
∫

Q1

K2(y1, y2)W̃ (ay1+1, ay2)dy| ≤ 2CK2 [W̃ (ay1+1, ay2)]Cy(Q1) ≤ 2min(ε, A)1/2CK2 [ω]C1/2
y
.

5.4.4. Estimate of Sout. In this section, we estimate Sout in (5.43), which is much easier than
that of Sin,y. Note that if B < x2, we have Sout = 0. Thus, we consider x2 < B, and get
A = min(x2, B) = x2. Using (5.47) and (5.48), we yield
(5.53)

Sout(A,B) ,

√
2x2
2

∫

R

∫ B

x2

|∆(y)|dy =

√
2A

2

∫ B

A

ds2(

∫ B−1

0

|∆in(s)|ds1 +
∫ B+1

B−1

∆out(s)ds1).

For a fixed y2, applying Lemma 5.4 with k = 1, f(x) = K(x, y2), b = B, c = Bu, and B ≤ Bu
we obtain
(5.54)∫ B+1

B−1

|K2(s− 1, s2)|ds1 ≤
∫ Bu−1

B−1

∣∣∣K2(s− 1, s2)−K2(s+ 1, s2)
∣∣∣+

∫ Bu+1

Bu−1

|K2(s1 − 1, s2)|ds1.

As a result, Sout(A,B) is increasing in B and we get Sout(A,B) ≤ Sout(A,B
u). Denote

Iε = [1− ε, 1 + ε]. Firstly, using ∆(s) = ∆in(s) for y1 ∈ Iε, y2 ∈ [A,B] , we have

Sout ≤
√
2Au

2

∫ Bu

Al

∫

y1∈[0,Bu+1]\Iε
|∆(s)|ds+

√
2A

2

∫ B

A

∫

Iε

|∆in(s)|ds , Sout,1 + Sout,2.

We do not bound the integral region [A,B] in Sout,2 at this moment. The first part is away from
the singularity. We partition the domain and apply the strategy in Section 5.2 to estimate it.
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In particular, the integral in Sout,1 with y1 ∈ [Bu − 1, Bu + 1] is given by

I =

∫ Bu

Al

∫ Bu+1

Bu−1

|K2(s1 − 1, s2)|ds =
∫ Bu

Al

∫ Bu

Bu−2

|K2(s1, s2)|ds.

We decompose the domain of the integral as follows

[Bu − 2, Bu]× [Al, Bu] = [Bu − 2, Bu]× [Al, Bu − 2] ∪ [Bu − 2, Bu]2 , Q1 ∪Q2, Al ≤ Bu − 2,

[Bu − 2, Bu]× [Al, Bu] = [Bu − 2, Al]× [Al, Bu] ∪ [Al, Bu]2 , Q1 ∪Q2, Al > Bu − 2.

In Q1, since y
2
1 − y22 has a fixed sign, K2(s) has a fixed sign. We apply the analytic formula for

K2(s) to evaluate the integral in Q1. In Q2, we use the formula (5.10).
For Sout,2, we denote Aε,l = max(ε, Al). We decompose Sout,2 as follows

Sout,2 ≤
√
2A

2

∫ B

Aε,l

∫ 1+ε

1−ε
|∆in(s)|ds +

√
2A

2

∫ ε

A

∫ 1+ε

1−ε
|∆in(s)|ds , I1 + I2.

Note that I2 = 0 if A ≥ ε. From (5.42), in the support of the integral I1, we have y2 ≥ ε ≥
|y1 − 1| ≥ sc(y1) (5.42) and yield that ∆(s) has a fixed sign. We estimate I1 as follows

I1 ≤
√
2Au

2

∣∣∣
∫ Bu

Aε,l

∫ 1+ε

1−ε
∆(s)ds

∣∣∣,

and evaluate the integral using the analytic integral formula for ∆(s). For I2, we use the fact

that
√
A ≤ s

1/2
2 in the support of the integral and triangle inequality to get

I2 ≤
√
2

2

∫ ε

A

∫ 1+ε

1−ε
|K2(s1 − 1, s2)|s1/22 ds+

√
2Au

2

∫ ε

Al

∫ 1+ε

1−ε
|K2(s1 + 1, s2)|ds = I21 + I22.

For I22, we choose ε < 1
100 . In the support of the integral, K2 > 0 and we get

I22 =

√
2Au

2
|
∫ ε

Al

∫ 1+ε

1−ε
K2(s1 + 1, s2)ds|,

and can evaluate the integral using the analytic integral formula. For I21, we have

I21 ≤
√
2

∫ ε

Al

∫ ε

0

|K2(s1, s2)|s1/22 ds ≤
√
2FK2,h(0, ε, A

l, ε),

where FK2,h is defined in (5.7).

5.4.5. Integral Sin,y,ε, Sin,y,ns, Sout in the far-field. The previous method can handle the case
that A ≤ B < ∞. Next, we consider the remaining case A ≤ B, Bl ≤ B ≤ ∞ with Bl

sufficiently large, e.g. Bl = 108. Recall Sin,y,ns from (5.43), (5.46) ,(5.49)

(5.55) Sin,y,ns =

∫ A

0

dy2(

∫ B−1

0

Iin,1|∆in(y)|dy1 +
∫ B+1

B−1

Iin,2|∆out(y)|dy1) ,
∫ A

0

Iin(y2)dy2,

where Iin,1, Iin,2 denotes the integrand,

Iin,1 = (1y2≥sc(y1)|Tin(y)− y2|1/2 + 1y1≤91y2≤Tin(y1,A)y
1/2
2 )1y1 /∈Jε

Iin,2 = (1y2≥sc(y1)|Tout(y)− y2|1/2 + 1y1≤91y2≤Tout(y1,A)y
1/2
2 )1y1 /∈Jε

, Jε = [1− ε, 1 + ε].

We decompose the integral in y1 as follows
∫ B−1

0

Iin,1|∆in(y)|dy1 =

∫ Bl−1

0

Iin,1|∆in(y)|dy1 +
∫ B−1

Bl−1

Iin,1|∆in(y)|dy1 , I2 + I3.

Since for A ≥ y2 ≥ sc(y1), we have y2 ≥ sc(y1) ≥ T (y1, y2) ≥ T (y1, A), clearly, we have

(5.56) |Iin,1| ≤ |y2|1/21y1 /∈Jε
, Iin,2 ≤ |y2|1/21y1 /∈Jε

.

Using (5.56) and combining I3 and the integral of Iin,2 in (5.55), we further obtain

I3 +

∫ B+1

B−1

Iin,2|∆out(y)|dy1 ≤ y
1/2
2 (

∫ B−1

Bl−1

|∆in(y)|dy1 +
∫ B+1

B−1

|∆out(y)|dy1).
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Using the monotonicity Lemma 5.4, we get

I3 +

∫ B+1

B−1

Iin,2|∆out(y)|dy1 ≤ y
1/2
2

∫ ∞

Bl−1

|∆in(y)|dy1.

It follows

(5.57) Sin,y,ns ≤
∫ A

0

∫ Bl−1

0

Iin,1|∆in|dy +
∫ A

0

y
1/2
2

∫ ∞

Bl−1

|∆in(y)|dy1

for any B ≥ Bl and a fixed A. The first part is the main part.
Applying a similar argument to Sout in (5.53), we yield

Sout(A,B) =

√
2A

2

∫ B

A

ds2(

∫ B−1

0

|∆in(s)|ds1 +
∫ B+1

B−1

|∆out(s)|ds1) ≤
√
2A

2

∫ B

A

∫ ∞

0

|∆in(s)|ds,

where a ∨ b = max(a, b). Using
√
2A ≤ 2s

1/2
2 in the support of the integral in Sout and

Iin,1 ≤ y
1/2
2 , we can bound the integrands in Sin,y,ns, Sout by y

1/2
2 |∆(y)|. Denote

R(Bl) , [0, Bl]× [0, Bl − 1], A2 , min(A,Bl).

For I(ε), Sin,y,ε (5.46), using |W̃ | ≤ y
1/2
2 [ω]

C
1/2
y

(5.50) we perform a similar decomposition

|I(ε)| ≤ |
∫

Jε

∫ A2

0

∆(y)W̃ (y)dy|+ |
∫

Jε

∫ A

A2

y
1/2
2 |∆in(y)|dy|[ω]C1/2

y
, I(ε, A2)+Sin,y,ε,out[ω]C1/2

y
.

We treat the integrals in Sin,y,ns, Sout beyond R(B
l) and Sin,y,ε,out as error R and yield

Sin,y,ns + Sin,y,ε,out + Sout ≤ (

∫ A

0

+

∫ B

A

)

∫ ∞

0

1R(Bl)c(y)y
1/2
2 |∆in(y)|dy

+

∫ A

0

∫ Bl−1

0

1R(Bl)(y)Iin,1|∆in(y)|dy +
√
2A

2

∫ B

A

∫ ∞

0

1R(Bl)(y)|∆in(y)|dy , R+Min +Mout.

Note that

[0, A] ∪ [A,B] = [0, B], ([0, A]× [0, Bl − 1]) ∩R(Bl) = [0, A2]× [0, Bl − 1] , R2(B
l),

([A,B]× [0,∞]) ∩R(Bl) = ([A,B] ∩ [0, Bl])× [0, Bl − 1] ⊂ [A2, B
l]× [0, Bl − 1],

where we have used [A,B]∩ [0, Bl] = ∅ if A > Bl in the last inclusion. SinceMout = 0 if A > Bl,
we get

Sin,y,ns+Sout+Sin,y,ε,out ≤
∫

R(Bl)c
y
1/2
2 |∆in(y)|+

∫ A2

0

∫ Bl−1

0

Iin,1|∆in(y)|+
√
2A2

2

∫ Bl

A2

∫ Bl−1

0

|∆in(y)|.

The estimate of the last two integrals and I(ε, A2) defined above (see also (5.46)) reduce to the
case A2 ≤ Bl studied in the previous section. The first term is very small and treated as an
error term. Applying Lemma 5.2 with i + j = 3 and mean value theorem yields

|∆in(s)| = |2∂y1K2(ξ, y2)| ≤
2

(ξ2 + y2)3/2
≤ CB|y|−3, CB = 2(

Bl − 1

Bl − 2
)3,

for some ξ ∈ [y1 − 1, y1 + 1], where we have used |(ξ, y2)| ≥ |y| − 1 ≥ |y|(1 − 1
Bl−1

). Using

y
1/2
2 ≤ |y|1/2, we estimate the remaining part as follows

(5.58)

∫

R(Bl)c
y
1/2
2 |∆in(y)| ≤ CB

∫

|y|≥Bl−1,y1,y2≥0

|y|−5/2dy ≤ CB

∫

Bl−1

r−3/2dr

∫ π/2

0

1dβ

= CB2(B
l − 1)−

1
2 · π

2
= CBπ(B

l − 1)−
1
2 .
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5.4.6. Estimate of Sin,x and S1D. Recall Sin,x, S1D from (5.43). Denote J2 = [1/9, 9]. Clearly,
we have

F (A,B) = Sin,x + S1D =

∫

y1 /∈J2,y1≥0

√
2y1|∆1D(y1)|dy1 + 2

∫ 9

1
9

|∆1D| · |y1 − 1|1/2dy1 + (π + P (
1

9
))
√
2,

where ∆1D(y1), P (
1
9 ) are given in (5.45). From the definition, we obtain ∆1D < 0 for y1 > 0.

First, we show that F is increasing in B. Using (5.45) and B ≥ 3, we get

(5.59)

F (A,B) = π
√
2 +

∫ ∞

0

|∆1D(y1)|h(y1)dy1

= π
√
2 +

∫ B−1

0

|gA(y1 + 1)− gA(y1 − 1)|h(y1) +
∫ B+1

B−1

|gA(y1 − 1)|h(y1)dy1

h(y1) =
√
2y11Jc

2
(y1)−

√
21J2(y1) + 2|y1 − 1|1/21J2(y1),

where J2 = [1/9, 9], and the negative term comes from P (19 ). The function h(y1) satisfies

h(y1) = 2|y1 − 1|1/2 −
√
2, y1 ∈ [1/9, 9], h(y1) = |2y1|1/2, y1 > 9, y1 ∈ [0, 1/9].

Since h(9−) = 2
√
8−

√
2 = 3

√
2 = h(9+), and h(y1) is increasing on [2, 9] and [9,∞], we obtain

that h(y1) is increasing. Using the monotonicity Lemma 5.4, we get

F (A,B) ≤ F (A,∞).

Thus, it suffices to consider the case B = ∞, where we do not have localization of ∆1D in (5.45).
Now, we fix A ∈ [Al, Au]. We partition the integral in (5.59) with B = ∞ into

D1 = [0, 1/9], D2 = [1/9, 1− ε], D3 = [1− ε, 1 + ε], D4 = [1 + ε, 9], D5 = [9, R0], Df = [R0,∞],

for some ε < 1/4. In each Di, we can simplify the function h(y1) and h(y1) is monotone. Thus,
we can obtain its piecewise bounds easily. Next, we estimate the integral of ∆1D uniformly for
A ∈ [Al, Au]. Using ∆1D(y1) < 0 for y1 > 0 and

|∆1D(y1, A)| =
4Ay1

((y1 + 1)2 +A2)((y1 − 1)2 +A2)
≤ Au
Al

4Aly1
((y1 + 1)2 +A2

l )((y1 − 1)2 +A2
l )

= −Au
Al

∆1D(y1, Al) =
Au
Al

d

dy1
(arctan

y1 − 1

Al
− arctan

y1 + 1

Al
),

we get
∫ b

a

|∆1D(y1, A)|dy1 ≤ Au
Al

(arctan
y1 − 1

Al
− arctan

y1 + 1

Al
)
∣∣∣
b

a
.

We apply the above estimate and the strategy in Section 5.2 to estimate the integral in
the finite domains D1, D2, D4, D5 away from the singularity 1. When A is small and near the
singularity 1, the above formula can be ∞. Denote P = (y1 − 1)2 + A2, Q = (y1 + 1)2 + A2.
Using the above formula for |D1D|, we have

1

4y1
∂A|∆1D| = ∂A

A

PQ
=

1

PQ
(1 −A

P ′

P
−A

Q′

Q
) =

1

PQ
(1− 2A2(

1

P
+

1

Q
)).

For |y1 − 1| ≥
√
3A, we get Q ≥ P ≥ 4A2 and yield

2A2(P−1 +Q−1) ≤ 2A2 · 2(4A2)−1 = 1, ∂A|∆1D| ≥ 0.

Therefore, if min(|a− 1|, |b− 1|) ≥
√
3A, we have an improved estimate

∫ b

a

|∆1D(y1, A)| ≤
∫ b

a

|∆1D(y1, Au)| = −
∫ b

a

∆1D(y1, Au),

which can be evaluated using the analytic integral formula.
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For the term involving P (1/9), using the formula of
∫
∆1D(s), we get

P (1/9, A) = arctan
8

A
− arctan

10

A
− arctan

−8

9A
+ arctan

10

9A
,

∂AP (1/9, A) = − 13120(6400+ 6724A2 + 243A4)

(A2 + 64)(A2 + 100)(64 + 81A2)(100 + 81A2)
< 0.

Thus P (1/9, A) is monotone in A and

π + P (1/9, A) ≤ max(π + P (1/9, Al), π + P (1/9, Au)).

In the domain D3, for A very small, we handle the singularity near (A, y1) = (0, 0) as follows

I3 =

∫ 1+ε

1−ε
(gA(1− y1)− gA(1 + y1)|y1 − 1|1/2dy1 ≤

∫ 1+ε

1−ε
(gA(1− y1)|y1 − 1|1/2dy1 = 2

∫ ε

0

A

A2 + y21
y
1/2
1 dy1

= 2A1/2

∫ ε/A

0

1

y21 + 1
y
1/2
1 dy1 ≤ 2A1/2

u

∫ ε/Al

0

1

y21 + 1
y
1/2
1 dy1 = 4A1/2

u fs((ε/Al)
1/2),

where fs is the function defined in (5.5).
In the far-field y1 ≥ R0, we have

|∆1D(y1)| = |2∂y1gA(ξ)| = | 4Aξ

(A2 + ξ2)2
| ≤ 2

ξ2 +A2
≤ 2(y1 − 1)−2,

for some ξ ∈ [y1 − 1, y1 + 1]. Since y1 ≤ (y1 − 1) R0

R0−1 for y1 ≥ R0, we yield

If =

∫ ∞

R0

|∆1D(y1)|
√

2y1dy1 ≤ 2(
2R0

R0 − 1
)1/2

∫ ∞

R0

(y1−1)−2+1/2dy1 = 4(
2R0

R0 − 1
)1/2(R0−1)−1/2.

Finally, we handle the case A sufficiently large and can be ∞. For A ≥ Al with Al sufficiently
large, e.g. Al = 108, we use h(y1) ≤ |2y1|1/2 (5.59) and the identity (5.60) below to get

F (A,B) ≤ F (A,∞) =
√
2π +

∫ ∞

0

|∆in(y1)|
√
2y1dy1 =

√
2π + π

√
2

√√
A2 + 1−A

=
√
2π(1 + (

√
A2 + 1 +A)−1/2) ≤

√
2π(1 + (

√
A2
l + 1 +Al)

−1/2),

where we have used
√
A2 + 1−A = 1√

A2+1+A
.

Combining the above estimates, we complete the estimate of the integrals in (5.43) for [vx]C1/2
y

.

The estimate of [uy]C1/2
y

in (5.44) is similar and simpler. We have estimated the terms in Slow

(5.44) in our estimate of Sin,y (5.43). The estimate of S̃1D is similar. Using the monotonicity
Lemma 5.4, the identity (5.60) below, we get

S̃1D ≤
∫ ∞

0

(gA(y1 − 1)− gA(y1 + 1))(2y1)
1/2dy1 =

√
2π

√√
1 +A2 −A

=
√
2π(

√
1 +A2 +A)−1/2 ≤

√
2π(

√
1 +A2

l +Al)
−1/2.

An integral identity. We prove the following identity using the residue formula

(5.60) T =

∫ ∞

0

(gA(y1 − 1)− gA(y1 + 1))y
1/2
1 dy1 = π

√√
1 +A2 −A.

Using a change of variable y1 = s2 and writing the integral on R using the symmetry, we get

T =

∫ ∞

−∞
s2(

A

(s2 − 1)2 +A2
− A

(s2 + 1)2 +A2
)ds , T1 − T2.

The integrand is analytic except a few poles. In the upper half plane, we have poles

s1 = (1 + iA)1/2 = reiθ , s2 = reπ−θ = −s̄1, s22 = s̄21 = 1− iA,
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for some θ ∈ [0, π]. Denote f(s) = (s2 − 1)2 + A2. We have ∂sf = 4s(s2 − 1). Applying the
residue formula, we get

T1 = 2πi(
As21
f ′(s1)

+
As21
f ′(s1)

) =
1

2
πiA(

s1
s21 − 1

+
s2

s22 − 1
) =

πiA

2
(
s1
iA

+
−s̄1
−iA) =

π

2
(s1 + s̄1).

Since (s1+ s̄1)
2 = s21+ s̄

2
1+2|s1|2 = 2+2(1+A2)1/2 and T1 > 0, we get T1 = π

2

√
2 + 2

√
1 +A2.

For T2, the computation is similar. Let −1 + iA = r22e
iθ2 , θ2 > 0. We have poles in R

+
2

s3 = r2e
iθ2/2, s23 = −1 + iA, s4 = s̄3 = −r2e−iθ2/2, s24 = r22e

−iθ2 = −1− iA,

and apply the residue formula to get

T2 =
π

2
(s3 + s̄3) =

1

2
πiA(

s3
s23 + 1

+
s4

s24 + 1
) =

π

2
(s3 + s̄3) =

π

2
(−2 + 2

√
1 +A2)1/2.

Denote G = (1 +A2)1/2. Using the above identities and G2 − 1 = A2, we prove

T = T1 − T2 =
√
2
π

2
((G+ 1)1/2 − (G− 1)1/2) =

√
2
π

2
((G+ 1) + (G− 1)− 2(G2 − 1)1/2)1/2

=
√
2
π

2
(2G− 2A)1/2 = π((1 +A2)1/2 −A)1/2.

5.5. Estimate of the constant for [uy]C1/2
y
, [vx]C1/2

y
. Recall from Appendix B.2 in [3] the

estimate of [uy]C1/2
y
, [vx]C1/2]

y

(5.61)

|uy(z)− uy(x)|√
2

≤ 1

π
√
2

(
(C̃in(ε) + min(C̃mid,1(ε), Cmid,3))[η]C1/2

x
+ Cout(m, ε)[η]C1/2

y

)
,

|vx(z)− vx(x)|√
2

≤ 1

π
√
2

(
C̃in(ε)[η]C1/2

x
+ Cout(1, δ)[η]C1/2

y
+
π

2

√
2[η]

C
1/2
x

)
,

where η is a rotation of the original variable ω and the upper bounds are given by
(5.62)

C̃in(ε) = Cin,ε,ns + Cin,ε, C̃mid,1(m, ε) = Cmid,1,ε,ns + Cmid,1,ε,

Cin,ε,ns = 4

∫ yc

ε

dy2

∫ h−

c (y2)

0

|∆(y)||y1 − T1(y)|1/2dy1 + 2

∫

R++
in,ε

|∆(y)|
√

2y1dy,

Cmid,1,ε,ns = 4

∫ sc(m)

ε

dy2

∫ m

h+
c (y2)

|∆(y)||y1 − T1(y)|1/2dy1 + 2

∫

R++
mid,y2≥ε

|∆(y)|
√

2y1dy,

Cmid,2(ε) = 4

∫ ∞

1+ε

dy1

∫ ∞

sc(y1)

|∆(y)||y2 − T (y)|1/2dy2, εm = max(m, ε+ 1),

Cout(m, ε) = Cmid,2(εm − 1) + 4(IK2,∞(m+ 1, εm + 1), IK2,∞(m− 1, εm − 1)),

Cout(1, ε) = Cmid,2(ε) + 4(IK2,∞(2, 2 + ε) + IK2,∞(0, ε)),

and we have replaced the dummy parameter δ used in [3] by ε. The value of ε can be different
for different variables. The subscript ns means non-singular. The functions Cmid,3, Cin,ε, Cmid,ε
are upper bounds of the following integrals

(5.63)

Sin,ε , lim
δ→0

∫

δ≤|y2|≤ε,|y1|≤1

∆(y)ηm(y)dy, |Sin| ≤ Cin,ε[η]C1/2
x
,

Smid,1,ε , lim
ε→0

∫

ε≤|y2|≤δ,1≤|y1|≤m
∆(y)ηm(y)dy, |Smid,1,ε| ≤ Cmid,1,ε[η]C1/2

x
,

Smid,int , lim
δ→0

∫

δ≤|y2|,|y1|∈[1,m]

∆(y)ηm(y)dy, |Smid,int| ≤ Cmid,3[η]
C

1
2
x

,

and will be established in Sections 5.5.2, 5.5.3. In (5.62), IK2,∞ is defined in (5.88), and T1 is
the transport map in x direction given in (5.93), T is the previous transport map in y direction
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(5.92), sc is given in (5.89), h±c are given in (5.89), the kernel ∆ and ∆m are given by

(5.64)
∆(y) = K2(y1 + 1, y2)−K2(y1 − 1, y2), ∆m(y1) =

1

2
(gm+1(y2)− gm−1(y2)),

ym =
√
m2 − 1, yc = 3−1/2.

Different domains are given by

(5.65)

Ωin , {y : |y1| ≤ 1}, Ωmid , {y : |y1| ∈ [1,m]}, Ωout , {y : |y1| > m},
Rin,ε , {|y1| ≤ 1, |y2| ≥ yc} ∪ {T1(0, |y2|) ≤ y1 ≤ 1, ε ≤ |y2| ≤ yc},
R+
in,ε = Rin,ε ∩ [0, 1]× R, R++

in,ε = Rin,ε ∩ [0, 1]× R
+,

Rmid , {|y1| ∈ [1,m], |y2| ≥ sc(m)} ∪ {|y2| < sc(m), 1 ≤ |y1| ≤ T (m, |y2|)},
R+
mid , Rout ∩ {y1 ≥ 0}, R++

mid , Rmid ∩ R
++
2 .

To estimate these integrals, we follow the strategy in Section 5.2. We need to derive the
piecewise bounds for the map T1. For y2 > 0, it is easy to see that h−c (y2) is decreasing and
h+c (y2) is increasing by checking the sign of d

dy2
h±c (y2). Thus the bounds for h±c are trivial.

Remark 5.6. Although the bounds in (5.62) look quite complicated, we develop several estimates
for the same integral so that for the integrals in different region, especially near the singularity,
we can choose the easiest one to compute.

5.5.1. Basic properties of T1, ym, h
±
c . Recall that h±c determine the sign of ∆(y)

(5.66) ∆(y) < 0, y1 ∈ (0, h−c ), y1 > h+c , ∆(y) > 0, y1 ∈ (h−c , h
+
c ),

for y2 > 0. See the right figure in Figure 2 for an illustrations of different regions in {y1 ≥ 0}
and the sign of the kernels. We have the following basic property.

Lemma 5.7. Consider the equation and region Di∫ y1

T

∆(s, y2)ds = 0, T ≥ 0, D1 = {y2 < 3−
1
2 , y1 < h−c (y2)}∩R++

2 , D2 = {y1 > h+c (y2)}∩R++
2 .

For y ∈ D1, there is a unique solution T (y) ∈ [h−c (y2), 1), and T is decreasing in y1 and y2. For

y ∈ D2, there is a unique solution T (y) ∈ [1, h+c ], and T is decreasing in y1 and increasing in

y2. In both cases, the solution is given by (5.93).

Proof. Clearly, using (5.93), we know that T solves the equation. Next, we consider the bound
of T . For a fixed y2 ≤ 3−1/2. Denote

F (t) =

∫ t

0

∆(s, y2)ds =
1

2
(

y1 − 1

|y1 − 1|2 + y22
− y1 + 1

|y1 + 1|2 + y22
)
∣∣∣
t

0
.

Using (5.66), we get F (t) < 0, t ∈ [0, h−c ], F (t) is stricitly decreasing on [h−c , 1], and F (1) < 0.
Thus, we have a unique solution T ∈ [h−c , 1]. Since y1 < h−c (y1) < T (y), ∆(y) and ∆(T (y), y2)
have opposite signs. Taking y1 derivatives yields ∂y1T ≤ 0. The properties of T with y1 > 1
follow by a similar argument and studying F (t) =

∫∞
t

∆(s, y2)ds.

From the formula of T (5.93), we have T 2 = P (y)
Q(y) for some polynomials P,Q with P increasing

in y2 and Q decreasing in y2. Moreover, P = QT 2 and Q have the same sign. For y2 > 0, using
(5.89), if y ∈ D1, we get y1 < h−c (y2), y

2
1 < y22 + 1, Q < 0 and P = T 2Q < 0. Thus,

∂y2(P/Q) = P ′Q−PQ′

Q2 < 0 and T is decreasing in y2. As a result, we have

(5.67) y1 ≤ h−c (y2) ≤ T (y), |T (y)− y1| = T (y)− y1 ≤ T (yl1, y
l
2)− yl1,

for y ∈ D1 ∩ [yl1, y
u
1 ]× [yl2, y

u
2 ]. Since yl1 ≤ y1 < h−c (y2) < h−c (y

l
2), (y

l
1, y

l
2) is still in D1 and the

upper bound is well-defined.
Similarly, if y1 ∈ D2, we get y1 > 1, P > 0, Q = PT 2 > 0 and obtain that T is decreasing in

y1, but increasing in y2. Moreover, for y ∈ D2, we have

(5.68) y1 ≥ h+c (y2) ≥ T (y), |T (y)− y1| = y1 − T (y) ≤ yu1 − T (yu1 , y
l
2).
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Since yu1 > y1 > h+c (y2) > h+c (y
l
2), we get (yu1 , y

l
2) ∈ D2 and the upper bound is well-defined.

We conclude the proof. �
We remark that since

∫ 1

0 ∆(s, y2)ds 6= 0 and
∫∞
1 ∆(s, y2)ds, for a fixed y2, the total mass

of the positive part and the negative part of ∆(s, y2)ds are not equal. As a result, we cannot
construct the map T1 for all y1 > 0.

5.5.2. Estimate the integrals in the inner region. Recall the integrals from (5.62). We have one
parameter m > 1 and want to obtain a uniform estimate for all m > 1. We follow the strategy
(d) to partition the domains of the integrals and this parameter. The singularity of the integral
is at y = (1, 0). We follow the strategy in Section 5.2 to modify the estimate of Sin,ε near the
singularity, which gives the bound Cin,ε (5.63). For a fixed small ε > 0, denote

(5.69) Q1(ε) = [0, 1]× [0, ε], Q2(ε) = [1,m]× [0, ε], Q3(ε) = [m,∞)× [0, ε].

Recall from (5.62) that

C̃in = Cin,ε,ns + Cin,ε.

The integral in Cin,ε,ns is restricted to |y2| ≥ ε, while Cin,ε is in |y2| ≤ ε. We estimate
Cin,ε,ns using previous method and the strategy in Section 5.2. To estimate |T (y)− y1|, we use

the piecewise bounds (5.67). For the integral in Cin,ε,ns in Qc1,ε ∩ R++
in,0, since the kernel ∆(y)

has a fixed sign, it becomes

(5.70) Cin,Qc
1,ε

, 2

∫ 1

0

( ∫ ∞

yc

∆(y)dy2

)√
2y1dy1 + 2

∫ yc

ε

dy2

∫ 1

T1(0,y2)

|∆(y)|
√

2y1dy1.

For the first integral, we first apply the integral formula (5.3) for K2, and then follow Section

5.2 by bounding the integral of ∆ and y
1/2
1 piecewisely. See (5.51), (5.52) for an example. For

the second integral, we estimate the piecewise integrals of |∆(y)|√2y1 and then estimate the
indicator function of y1 ≤ T1(0, y2) = max(1− 3y22 , 0)

1/2 (see (5.93)).
Next, we estimate Sin,ε and the bound Cin,ε (5.62), (5.63). We follow Section 5.2 and estimate

two kernels in ∆(y) = K2(y1 + 1, y2)−K2(y1 − 1, y2) separately. Since ∆ is odd in y1, we have

(5.71)

Sin,ε = lim
δ→0

∫

δ≤|y2|≤ε

∫ 1

0

η̃m(y)(K2(y1 + 1, y2)−K2(y1 − 1, y2))dy

=

∫

|y2|≤ε

∫ 1

0

K2(y1 + 1, y2)η̃m(y)dy − lim
δ→0

∫

δ≤|y2|≤ε

∫ 0

−1

K2(y1, y2)η̃m(y1 + 1, y2)dy

, I1 + I2, η̃m(y) , ηm(y)− ηm(−y1, y2),
where we have used a change of variable y1 → y1 + 1 for the second integral. Using

(5.72) |η̃m(y)| ≤
√
2y1[ηm]

C
1/2
x

=
√
2y1[η]C1/2

x
, (y1 + 1) > |y2|, y ∈ [0, 1]× [−ε, ε],

and the formula for
∫
K2dy2 (5.3), for I1, we get

(5.73)

|I1| ≤
∫ 1

0

(

∫

|y2|≤ε
K2(y1 + 1, y2)dy2)|2y1|1/2dy1[η]C1/2

x
= 2

√
2 · 1

2

∫ 1

0

εy
1/2
1

(y1 + 1)2 + ε2
dy1[η]C1/2

x
.

We can bound the integral using the previous method, see e.g. (5.52). For I2, applying the
estimate (5.85) in Section 5.5.4 in the domain [−1, 0]×±[0, ε] and

(5.74) |η̃m(y1 + 1, y2)| ≤
√
2|y1 + 1|[η]

C
1/2
x

≤
√
2[η]

C
1/2
x
, [η̃m]

C
1/2
x

≤ 2[ηm]
C

1/2
x

≤ 2[η]
C

1/2
x
,

for y1 ∈ [−1, 0] from (5.72), we get

(5.75) |I2| ≤ 2
(√

2
1

2
arctan(ε) + 2ε1/2(fs(

√
1/ε)− fs(1) + CK2,up)

)
[η]

C
1/2
x
,

where fs is defined in (5.6). We get a factor 2 since we have two domains y2 ∈ ±[0, ε].
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5.5.3. Estimate of the integrals in the middle parts and outer parts. Other integrals in (5.62)
are in the region Ωmid(m),Ωout(m) (5.65) and depend on the parameter m > 1 and we want to
obtain piecewise bound for m ∈ [ml,mu]. Recall the region Q2,ε = [1,m]× [0, ε] (5.69).

The integrand in Cmid,1,ε,ns(m) is restricted to |y2| ≥ ε away from the singularity (1, 0).
We estimate it using the strategy in Section 5.2 and the above argument for Cin. To control
|T (y)−y1|, since y1 ≥ h+c (y2) in the support of the integrand, we use the piecewise bound (5.68).
Note that from (5.89), for y1 > 1, y2 > 0, y2 < sc(y1) is equivalent to h

+
c (y2) < y1. See the right

black curve in right Figure 2 for an illustration. The integral region in the first term satisfies

{y : h+c (y2) < y1 < m, ε2y2 < sc(m)} = {y : h+c (y2) < y1 < m, y2 > ε},

which is increasing in m. Thus, we ce can bound the first integral in Cmid,1,ε,ns(m) for m ∈
[ml,mu] uniformly by the case of m = mu.

Since sc(m) is increasing in m, the second integral of Cmid,1,ε,ns in Q
c
2,ε∩R++

mid (5.65) satisfies

Cmid,1,Qc
2,ε

(m) ≤ 2

∫ sc(m
u)

ε

∫
11≤y1≤T (m,y2)|∆(y)||2y1|1/2dy + 2

∫ mu

1

∫ ∞

max(sc(ml),ε)

|∆(y)|dy2(2y1)1/2dy1

, I1 + I2.

For m ∈ [ml,mu], we estimate the indicator function in I1 using Lemma 5.7 for T , and then
estimate I1 following Section 5.2 and a method similar to the above. For the second term, we
denote ycα = max(sc(m

l), ε), α = l, u and decompose the domain into three parts

D1 = [1,ml]× [ycl,∞], D2 = [ml,mu]× [ycu,∞], D3 = [ml,mu]× [ycl, ycu].

For y ∈ D1, D2, since sc(y1) (5.89) is increasing in y1, by definition, we get y2 ≥ sc(mα) >
sc(y1), α = l, u. Thus, the kernel ∆ has a fixed sign in D1, D2. We estimate the integral I2 in
D1, D2 using an argument similar to that in (5.70). The kernel ∆ can change sign on D3. We

estimate I2 in D3 using the piecewise integral bound for |∆| and y1/21 ≤ (mu)1/2.
For Smid,1,ε, Cmid,1,ε (5.63), following the estimates (5.72)-(5.75) for Sin,ε and applying the

estimate in Section 5.5.4 to the region [0,m− 1]× [0, ε] when m− 1 ≥ ε, we obtain

|Smid,1,ε| ≤
∫

|y2|≤ε

∫ mu

1

K2(y1 + 1, y2)|2y1|1/2dy1[η]C1/2
x

+ 2
(√

2m
1

2
arctan(

ε

m− 1
) + 2ε1/2(fs(

√
(m− 1)/ε)− fs(1) + CK2,up)

)
[η]

C
1/2
x
,

where fs is defined in (5.6) and is increasing in m. The bound 2m1/2 follows from |ηm(y1, y2)−
ηm(−y1, y2)| ≤

√
2|y1|[η]C1/2

x
≤

√
2m[η]

C
1/2
x

for y1 ∈ [1,m], which is used to bound the L∞ norm

in (5.85). Note that arctan ε
m−1 is decreasing in m and other functions in the upper bound of II

are increasing in m. Then we can obtain piecewise upper bounds for m ∈ [ml,mu]. We estimate
the first integral following (5.70) using analytic formulas for piecewise integral of K2(y1 +1, y2)

and bounding y
1/2
1 piecewisely.

Small m − 1. Different from the integral Cin, for Cmid,1, if m is very close to 1, the above
method does not work since we require m − 1 ≥ 2ε, which relates to the condition a > b in
the estimate of Ja,b (5.85). In this case, we follow the strategy in Section 5.2.3 to separate two
kernels in ∆ and estimate Smid,int, Cmid,3 (5.63). Recall from (5.47) that ∆ is odd. To overcome
the computational difficulties in this singular case, we symmetrize the integral following (5.71)
and then decompose it as follows

Smid,int =

∫

|y2|≥m−1

∫ m

1

∆(y)η̃m(y)dy +

∫

|y2|≤m−1

∫ m

1

K2(y1 + 1, y2)η̃m(y)dy

+

∫

|y2|≤m−1

∫ m

1

K2(y1 − 1, y2)η̃m(y)dy = P1 + P2 + P3.
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In the domain of P1, since |y2| ≥ y1 − 1 ≥ sc(y1) (5.89), (5.42), we get ∆(s) ≥ 0. Denote

γ = m− 1. Using |η̃m| ≤
√
2m[η]

C
1/2
x

(5.74) and the formula (5.3), we get

|P1| ≤ 2
√
2m[η]

C
1/2
x

∫ ∞

m−1

∫ m

1

∆(y)dy = 2
√
2m[η]

C
1/2
x

· 1
2

∫ 1+γ

1

γ2

(y1 − 1)2 + γ2
− γ

(y1 + 1)2 + γ2
dy1

≤
√
2m[η]

C
1/2
x

∫ γ

0

γ

y21 + γ2
dy1 =

π

4

√
2m[η]

C
1/2
x
.

For P2, using |K2(y1 + 1, y2)| ≤ 1
2

1
(y1+1)2+y22

≤ 1
8 for y1 ∈ [1,m] and (5.74), we get

P2 ≤ 1

8
· 2(m− 1)2

√
2m[η]

C
1/2
x

=
1

4
(m− 1)2

√
2m[η]

C
1/2
x
.

For P3, applying (5.85) with a = b = m− 1 and (5.74), we get

P3 ≤ 2
(√

2m
1

2
arctan(1) + 2(m− 1)1/2(fs(1)− fs(1) + CK2,up)

)
[η]

C
1/2
x

= 2
(√

2m
π

8
+ 2(m− 1)1/2CK2,up

)
[η]

C
1/2
x
.

Combining the above estimates, we yield the upper bounds Cmid,3 for Smid,int in (5.63). The
above bounds are increasing in m and we get Cmid,3(m) ≤ Cmid,3(m

u).

Estimate of Cout. Recall Cout(m, ε), Cout(1, ε) from (5.62). For m ∈ [ml,mu], since the region
Ωmid,2(m) and IK2(0,m − 1), IK2(2,m + 1) (see (5.88)) are increasing in m, for a fixed ε, we
have Cout(m) ≤ Cout(m

l). We fixe a small ε > 0 and get max(ml, 1 + ε). We have estimated
the integral of |∆(y)||y2 − T (y)|1/2 in Cmid,2(εm) (5.62) in Section 5.4, e.g. Sup, and IK2,∞ in
(5.88) and the paragraph therein.

Estimate of the integrals in the far-field. To estimate the case of m ≥ mf with mf = R1

sufficient large, we want to reduce it to the case of m = mf with an integral in the far-field,

which is small. Recall Rmid, R
+
mid from (5.65)

(5.76) R++
mid(m) , {y1 ∈ [1,m], y2 ≥ sc(m)} ∪ {y2 < sc(m), 1 ≤ y1 ≤ T (m, |y2|)}.

Note that from definition of sc, h
+
c (5.89), for y1 > 1, y2 > 0, we have

(5.77) h+c (y2) < y1, ⇐⇒ y2 < sc(y1).

See the right black curve in right Figure 2 for an illustration. For m ≥ mf , we decompose the
domain of integrals in Cmid, Smid,1,ε (5.62), (5.63) into y1 ∈ [1,mf ] and y1 ∈ [mf ,m] as follows

Rmid,low(m) , {y : h+c (y2) < y1 < m, y2 ≥ ε} = {y : h+c (y2) < y1 < mf , y2 ≥ ε}
∪ {y : h+c (y2) < y1,mf < y1 < m, y2 ≥ ε} , Ω1M ∪ Ω1R,

R++
mid(m) = R++

mid(m) ∩ {y : y1 ∈ [1,mf ]} ∪R++
mid(m) ∩ {y : y1 ∈ [mf ,m]} , Ω2M ∩ Ω2R,

[1,m]× [0, ε] = [1,mf ]× [0, ε] ∪ [mf ,m]× [0, ε] , Ω3M ∪ Ω3R.

In Ω1M , due to (5.77) and sc(y1) is increasing in y1 > 1 (5.89), we get y2 < sc(y1) < sc(mf )

and Ω1M = Rmid,low(mf ). For Ω2M , we want to show Ω2M ⊂ R++
mid(mf ). We fix y ∈ Ω2M . If

y2 ≥ sc(mf ), since y1 ∈ [1,mf ] for y ∈ Ω2M , from (5.76), we get y ∈ R++
mid(mf ). If y2 < sc(mf ),

from (5.77), we get y1 > h+c (mf ) and y is in the definition of T . See Lemma 5.7. Using T (y)
is decrreasing in y1 from Lemma 5.7 and y1 < T (m, y2) for y ∈ Ω2M , we get y1 < T (m, y2) <
T (mf , y2). Thus Ω2M ⊂ R++

mid(mf ).
For the integral Smid,1,ε in |y1| ∈ [mf ,m], since ∆ is odd, using |ηm(y1, y2)− ηm(−y1, y2)| ≤√
2y1[η]C1/2

x
and following (5.71),(5.72), we get

|
∫

|y1|∈[mf ,m],|y2|≤ε
∆(y)ηm(y)dy| ≤ 2

√
2

∫

Ω3R

|∆(y)|√y1dy[η]C1/2
x
.

Thus, the integral in C̃mid,1(m, ε) (5.62) in Ω1M ,Ω2M ,Ω3M can be bounded by the case of

m = mf . In Ω1R, since 0 < T < y1, we get |y1−T1(y)|1/2 ≤ |y1|1/2. Since ΩiR,ΩiM are disjoint,
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following (5.58), we bound the integral in C̃mid,1 for |y1| ≥ mf = R1 or |y2| ≥ R2, which cover
ΩiR, by

4

∫

y1≥R1, or y2≥R2

|∆(y)|y1/21 dy ≤ 4CBπ(B − 1)−1/2, B = min(R1, R2)− 1.

To estimate the integral in Cout in the far-field, e.g. outside a domain [0, R1] × [0, R2] with
large R1, R2 ≥ 108, we use |y2 −T | ≤ |y2| in the support of the integral and the estimate (5.58).

5.5.4. Estimate in a strip. Near the singularity, we need to obtain a sharp estimate of the
integral

(5.78) Ia,b = lim
ε→0

1

2

∫

Qε,a,b

y21 − y22
|y|4 f(y)dy, Qε,a,b = (±[ε, a])× (±[0, b]), a < b.

Without loss of generality, we assume Qε,a,b = [ε, a] × [0, b]. Firstly, for a fixed y1, we can
construct a map T3(y) ≤ y1 by solving

∫ y2

T

K2(y)dy = 0, K2(y) =
y21
y2
.

Since K2(y) > 0 for y2 < y1 and K2(y) < 0 for y2 > y1, applying the transportation lemma,
Lemma 3.6 [3], we get
(5.79)

Ia,b ≤ lim
ε→0

∫ a

ε

∫ b

y1

|K2(y)||T (y)− y2|1/2dy[f ]C1/2
y

+
∣∣∣
∫ a

0

∫ y21/b

0

K2(y)f(y)dy
∣∣∣ , I1[f ]C1/2

y
+ I2.

Denote Q = [0, a]× [0, a]. Since y21/b ≤ a2/b ≤ a, in I2, we have |f(y)| ≤ ||f ||L∞(Q).
For I2, we have K2(y) > 0 and

I2 ≤ ||f ||L∞(Q) lim
ε→0

∫ a

ε

∫ y21/b

0

K2(y)dy = ||f ||L∞(Q)

∫ a

0

1

2

y2
|y|2

∣∣∣
y21/b

0
dy1

= ||f ||L∞(Q)
1

2

∫ a

0

y21/b

y21 + (y21/b)
2
dy1 = ||f ||L∞(Q)

1

2

∫ a

0

b

y21 + b2
dy1 = ||f ||L∞(Q)

1

2
arctan(

a

b
).

For I1, since y2 ≥ y1 ≥ T , we have |T − y2| ≤ |y2|, and

(5.80) I1 ≤
∫ a

0

∫ b

a

|K2(y)|y1/22 dy2 +

∫ a

0

∫ a

y1

K2(y)|y2 −
y21
y2

|1/2dy2 , I11 + I12.

Using the scaling symmetry and (5.11), we get

(5.81) I12 = a1/2CK2,up.

In I11, K2(y) has a fixed sign in the domain of the integral. Integrating y1 first and then using
(5.5), and we yield

(5.82)
I11 =

1

2

∫ b

a

y1
y21 + y22

∣∣∣
a

0
y
1/2
2 dy2 =

1

2

∫ b

a

ay
1/2
2

a2 + y22
dy2 =

1

2
· 2a1/2(fs(

√
b/a)− fs(1))

= a1/2(fs(
√
b/a)− fs(1)).

In summary, we establish

(5.83) |Ia,b| ≤ |f |L∞(Q)
1

2
arctan(

a

b
) + a1/2

(
fs(

√
b/a)− fs(1) + CK2,up

)
[f ]

C
1/2
y
, Q = [0, a]2.

Using the same argument and swapping the variable y1, y2, for 0 < b < a and

(5.84) Ja,b = lim
ε→0

1

2

∫

Rε,a,b

y21 − y22
|y|4 f(y)dy, Rε,a,b = (±[0, a])× (±[ε, b]), a < b,

we also obtain
(5.85)

|Ja,b| ≤ |f |L∞(Q)
1

2
arctan(

b

a
) + b1/2

(
fs(

√
a/b)− fs(1) + CK2,up

)
[f ]

C
1/2
x
, Q = ±[0, b]×±[0, b].
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A special case. Consider a similar integral

M(a) ,

∫

[0,a]2

y21 − y22
2|y|4 f̃(y)dy, f̃(y) = f(y)− f(y1, 0), Qa ,= [0, a]2.

For f ∈ C1/2(Qa), the integrand is locally integrable, and we do not need to take the principle

value. Applying (5.78), (5.79) with a = b, |f̃(y)| ≤ y
1/2
2 [f ]

C
1/2
y

(Qa), [f̃ ]C1/2
y (Qa)

≤ [f ]
C

1/2
y (Qa)

,

the scaling symmetry, and (5.11), we can estimate M(a) as follows
(5.86)

|M(a)| ≤ [f ]
C

1
2
y (Qa)

(

∫ a

0

∫ a

y1

|K2(y)||
y21
y2

− y2|
1
2 +

∫ a

0

∫ y21/a

0

|K2(y)|y
1
2
2 dy) ≤ a

1
2CK2 [f ]

C
1
2
y (Qa)

.

The infinite length case. We consider estimating

(5.87) I = Ib,∞ − Ia,∞ = lim
ε→0

∫ b

aε

∫ ∞

0

K2(y)f(y)dy.

Applying the above argument and estimate (5.79), we get

(5.88) I ≤ IK2,∞(a, b)[f ]
C

1/2
y
, IK2,∞(a, b) ,

∫ b

a

∫ ∞

y1

1

2

∣∣∣y
2
1 − y22
|y|4

∣∣∣|y
2
1

y2
− y2|1/2dy.

The second term in (5.79) vanishes since
y21
∞ = 0. Applying a change of variable y2 = sy1 yields

I ≤ 1

2

∫ b

a

y
−1/2
1 dy1

∫ ∞

1

s2 − 1

(s2 + 1)2

∣∣∣s−1

s

∣∣∣
1/2

ds[f ]
C

1/2
y

= (b1/2−a1/2)
∫ ∞

1

s2 − 1

(s2 + 1)2

∣∣∣s−1

s

∣∣∣
1/2

ds[f ]
C

1/2
y
.

The integral can be estimated using the strategy in Section 5.2 by partitioning [0,∞) and the
integral formula for K2(s, 1) (5.3). Note that in the far-field s ≥ R > 1, we have

∫ ∞

R

s2 − 1

(s2 + 1)2
|s− 1

s
|1/2 ≤

∫ ∞

R

s−2+1/2ds = 2R−1/2.

5.6. Functions and transportation maps. We present the formulas of the transportation
maps and the functions related to the sign of the kernels in the sharp Hölder estimate. Recall

K1 =
y1y2
|y|4 , K2 =

1

2

y21 − y22
|y|4 .

5.6.1. Sign functions. Solving K2(y1 + 1, y2)−K2(y1 − 1, y2) = 0 for y2 ≥ 0, we yield

(5.89)
y1 = h±c (y2) ,

(
y22 + 1± 2y2

√
y22 + 1

)1/2

,

y2 = sc,in(y1) ,
(−(y21 + 1) + 2(y41 − y21 + 1)1/2

3

)1/2

.

5.6.2. Transportation maps.

Map for ux. For a fixed s2 6= 0 and s1 > 0, solving

(5.90)

∫ s1

T (s)

(K1(s1 + 1/2, s2)−K1(s1 − 1/2, s2))ds1 = 0,

yields the equation of the transportation map in the x direction

(5.91) T 3 + T 2s1 + T (s21 −
1

2
+ 2s22)−

(4s22 + 1)2

16s1
= 0.
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Map for [uy]C1/2
x

. For a fixed y1 ≥ 0, solving

∫ y2

T (y)

(K2(y1 + 1, y2)−K2(y1 − 1, y2))dy2 = 0,

yields the equation of the transportation map in the y direction

(5.92) T 3 + T 2y2 + T (y22 + 2 + 2y21)−
(y21 − 1)2

y2
= 0.

We rewrite the above equation as an equation for W = T + y2
3

0 =W 3 +W (
2y22
3

+ 2+ 2y21)−
( (y21 − 1)2

y2
+
y32
27

+
y2
3
(
2y22
3

+ 2+ 2y1)
)
,W 3 + p2(y)W + q2(y).

Since p2 > 0, using the discriminant (5.27), we obtain −∆W (y) > 0. Thus the cubic equation
of T or W has a unique real root that can be obtained by the formula similar to (5.28).

Map for [uy]C1/2
y

. For a fixed y1, y2 ≥ 0, solving

∫ T1(y)

y1

∆(s, y2)ds = 0

with T ≥ 0 yields the equation of the transportation map in x direction

1− T 2 − y21 + T 2y21 − 2y22 − T 2y22 − y21y
2
2 − 3y42 = 0,

or equivalently

(5.93) T 2 =
y21 + 2y22 + y21y

2
2 + 3y42 − 1

y21 − y22 − 1
.

We apply the above map to the following two regions separately

y1 ∈ [0, 1], y1 ≤ h−c (y2), y1 ∈ [1,∞], y1 ≥ h+c (y2).

6. Additional L∞ estimates of ∇u and some explicit integrals

We have discussed the L∞ estimates of ∇u in Section 4 in Part II [2]. In this section, we
provide a few more detailed calculations in the singular region. Recall from Section 5.3, 5 in [3]
the energy E1, E4 for W1 = (ω1, η1, ξ1), which satisfy

(6.1)
max(||ω1ϕ1||∞,

√
2τ−1

1 ||ω1|x1|−1/2ψ1||∞, τ−1
1 ||ω1ψ1||C1/2

g1

) ≤ E1(t),

max(E1(t), µg,1||ω1ϕg,1||∞) ≤ E4(t), µg,1 = τ2µ4,

with weights and parameters given below. In Appendix C.1 in Part I [3], we choose the following
parameters for the energy E1

(6.2) τ1 = 5, µ4 = 0.065, τ2 = 0.23,

the following weights in the estimate of nonlocal terms

(6.3)

ψ1 = |x|−2 + 0.5|x|−1 + 0.2|x|−1/6, ψdu = ψ1, ψu = |x|5/2 + 0.2|x|−7/6,

g1(h) = g10(h)g10(1, 0)
−1, g10(h) = (

√
h1 + q11h2 + q13

√
h2 + q12h1)

−1,

~q1, = (0.12, 0.01, 0.25),

and the following weights for ω and the error

(6.4)
ϕ1 = x−1/2(|x|−2.4 + 0.6|x|−1/2) + 0.3|x|−1/6, ϕg1 = ϕ1 + |x|1/16,

ϕelli = |x1|−1/2(|x|−2 + 0.6|x|−1/2) + 0.3|x|−1/6.

We do not write down the full energy since we do not use other norms in Ei in this supplementary
material. Below, to simplify the notation, we simplify ω1 as ω in the energy.
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6.1. L∞ estimate of ∇u in the singular region. In this section, we estimate

(6.5)

S = P.V.

∫

Qδ

K(y)(Wψ)(x+ y) + s(Wψ)(x), Qδ = [−δ, δ]2, Q±
δ , [−δ, δ]×±[0, δ],

K = K1 =
y1y2
|y|4 , K2 =

1

2

y21 − y22
|y|4 , s = 0,

π

2
or − π

2
,

related to the piecewise L∞ estimate of ψ∇u using the energy E1 defined in (6.1) which satisfies

(6.6) ||ωϕ||L∞ ≤ E1, [ωψ]C1/2
x

≤ γ1E1, [ωψ]C1/2
x

≤ γ2E1, γ1 = τ1, γ2 = τ1g1(0, 1)
−1, γ1 > γ2.

Our goal is to establish the following estimate

(6.7) |S| ≤ C1||ωϕ||L∞ + C2[ωψ]C1/2
x

+ C3[ωψ]C1/2
y

≤ (C1 + γ1C2 + C3γ2)E1,

with constant C1 + γ1C2 + C3γ2 as small as possible. Below, we focus on the case using the
norm ||ωϕ||∞ with ϕ = ϕ1. The estimate using other norms ||ωϕ||∞, ϕ = ϕg,1, ϕelli is similar
and is discussed in Section 6.3. We adopt the notations from Section 3 in [3], Section 4 in Part
II [2]. Here, W is the odd extension of ω in y form R

+
2 to R2, τ1 = 5 and g1, ψ = ψ1, ϕ are the

weights for ω in the energy. We use

(K, s) = (K1, 0), for ux, (K2,−
π

2
), for vx, (K2,

π

2
) for uy.

Note that one needs to multiply 1
π to get the estimate for ψ∇u. We have discussed the estimate

for ux in Section 4.2 in Part II [2].
We assume that xi ∈ [xli, x

u
i ] ∈ R+, and derive the piecewise bound for S(x). Denote

(6.8) F =Wψ, x2,δ = min(x2, δ), α = x2,δ/δ, αl = min(xl2/δ, 1), αu = min(xu2/δ, 1).

6.1.1. Estimate of ux. In the case of ux, we have K = K1, s = 0 and K1(s) is odd in s1, s2.
Using |Wψ(x + y)−Wψ(x+ (−y1, y2))| ≤

√
2y1[Wψ]

C
1/2
x

, we get

|S| ≤ [Wψ]
C

1/2
x

∫

[0,δ]×[−δ,δ]
|K1(s)||2s1|1/2ds = 2

√
2δ[ωψ]

C
1/2
x

∫

[0,1]2
K1(s)|s1|1/2ds.

Using (5.3) and (5.14), we get

∫

[0,1]2
K1(s)|s1|1/2ds =

∫ 1

0

−1

2

s
3/2
1

|s|2
∣∣∣
1

0
ds1 =

1

2

∫ 1

0

− s
3/2
1

s21 + 1
+
s
3/2
1

s21
ds1 = 1− 1

2
fh(1).

The above estimate only involves [ω]
C

1/2
x

and is used when x is close to the boundary x2 = 0.

For x away from the boundary, W is also Hölder continuous in y in Q(x, r), since γ2 < γ1 (6.6),
we can use the seminorm [ω]

C
1/2
y

to control S and improve the estimate. We have

S =

∫ δ

−δ
dy1

(∫ −x2,δ

−δ
+

∫ x2,δ

−x2,δ

+

∫ δ

x2,δ

)
F (x+ y)K1(y)dy2 , I1 + I2 + I3.

The domain in I1 is below the boundary, and the domain in I2, I3 is above the boundary, where

F ∈ C
1/2
y . For I1, I3, we use [F ]

1/2
Cx

to control it. For I2, we use [F ]
1/2
Cy

to control it. Using the

fact that K1(y) is odd in y1, y2 (6.8) and (6.6), we get

S ≤ [F ]
C

1/2
x

∫ δ

0

(

∫ −x2,δ

−δ
+

∫ δ

x2,δ

)|K1(y)||2y1|1/2 + [F ]
C

1/2
y

∫ δ

−δ

∫ x2,δ

0

|K1(y)||2y2|1/2dy

= E12
√
2δ
(
γ1

∫ 1

0

∫ 1

α

K1(y)y
1/2
1 dy1 + γ2

∫ 1

0

∫ α

0

K1(y)y
1/2
2 dy1

)
, E12

√
2δ
(
γ1I1 + γ2I2

)
,
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where α is defined in (6.8), and I1, I2 denote the first and the second integral and we have
rescaled the integral by changing y → δy. Using (5.3), (6.8), and (5.13), we yield

I2 =
1

2

∫ α

0

− y
3/2
2

y21 + y22

∣∣∣
1

y1=0
dy2 =

1

2

∫ α

0

(
1

y
1/2
2

− y
3/2
2

1 + y22
)dy2 ≤ 1

2

∫ αu

0

(
1

y
1/2
2

− y
3/2
2

1 + y22
)dy2

=
1

2
(2
√
αu − fh(α

u)),

where the inequality follows from 1

y
1/2
2

− y
3/2
2

1+y22
≥ 0. For I1, using (5.3) and (5.14), we get

I1 =
1

2

∫ 1

0

−y
3/2
1

|y|2
∣∣∣
1

y2=α
dy1 =

1

2

∫ 1

0

y
3/2
1

α2 + y21
− y

3/2
1

1 + y21
dy1 ≤ 1

2

∫ 1

0

y
3/2
1

(αl)2 + y21
− y

3/2
1

1 + y21
dy1

=
1

2
(
√
αlfh(

1

αl
)− fh(1)).

If x2 ≥ δ, we get αl = 1 and the first part vanishes I1 = 0.

Improvement for x2 ≥ δ. When x2 ≥ δ, we have x+Qδ ⊂ R
+
2 and F ∈ C1/2(x+Qδ) . Denote

M = γ22/γ
2
1 < 1.

Symmetrizing the integrals, using (6.6),

|F (x+ y) + F (x− y)− F (x1 − y1, x1 + y2)− F (x1 + y1, x2 − y2)|
≤2min([F ]

C
1/2
x

|2y1|1/2, [F ]C1/2
y

|2y2|1/2) ≤ 2
√
2min(γ1|y1|1/2, γ2|y2|1/2)E1,

γ1 > γ2, and an argument similar to the above, we derive

|S| ≤ 2
√
2δE1

∫

[0,1]2
K1(y)min(γ1|y1|1/2, γ2|y2|1/2). , 2

√
2δE1I.

The threshold between two estimates is y2 = y1/M or y1 =My2. We have

I =

∫

[0,1]2
K1(y)(1 y1

M ≤y2 |y1|1/2γ1 + 1 y1
M ≥y2 |y2|1/2γ2)dy

= γ1

∫ M

0

dy1

∫ 1

y1/M

y1y2
|y|4 y

1/2
1 dy2 + γ2

∫ 1

0

dy2

∫ 1

My2

y1y2
|y|4 y

1/2
2 dy1 , I1 + I2.

For I1, using (5.3) and (5.13), we get

I1 =
γ1
2

∫ M

0

− y
3/2
1

y21 + y22

∣∣∣
1

y1/M
dy1 =

γ1
2

∫ M

0

− y
3/2
1

1 + y21
+ y

−1/2
1

1

(1/M)2 + 1
dy1 = γ1

M5/2

M2 + 1
− γ1

2
fh(M).

For I2, using (5.3) and (5.13), we yield

I2 =
γ2
2

∫ 1

0

− y
3/2
2

y21 + y22

∣∣∣
1

My2
dy2 =

γ2
2

∫ 1

0

y
3/2
2 (

1

(M2 + 1)y22
− 1

y22 + 1
)dy2 =

γ2
2
(

2

M2 + 1
− fh(1)).

Since M = γ22/γ
2
1 , γ1M

1/2 = γ2, we establish

|S| ≤
√
2δE1(2γ1

M5/2

1 +M2
−γ1fh(M)+2γ2

1

M2 + 1
−γ2fh(1)) =

√
2δE1(2γ2−γ1fh(γ22/γ21)−γ2fh(1)).

6.1.2. Estimate of vx. In the case of vx, uy (6.5), we have K(y) = K2(y) which is even in y1, y2,
and s = −π

2 in the case of vx, and s = π
2 for uy. Firstly, if x2 ≥ δ, we get x + Qδ ⊂ R

+
2 and

ωψ ∈ C1/2(x+Qδ). Using Lemma 5.1, we rewrite S in the case of vx as follows

S = P.V.

∫

Qδ

K2(y)(F (x+ y)− F (x))dx − π

2
F (x) = lim

ε→0

∫

Qδ,|y1|≥ε
K2(y)(F (x + y)− F (x))dy − π

2
F (x)

, S1 −
π

2
F (x).
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The first term S1 has the form (5.78). Applying (5.79) to four regions ±[0, δ] × [0, δ] and
[F (x+ ·)− F (x)]

C
1/2
y

= [F ]
C

1/2
y

, we yield

(6.9)

|S1| ≤ [F ]
C

1/2
y

∫ δ

−δ
dy1

∫

|y1|≤|y2|≤δ
|y

2
1

y2
− y2|

1
2 |K2(y)|dy2

+
∣∣∣
∫ δ

−δ
dy1

∫

|y2|≤
y21
δ

K2(y)(F (x+ y)− F (x))dy2

∣∣∣ , S11 + S12.

For S11, using scaling symmetries, (5.11), and (6.6), we get

S11 = 4[F ]
C

1/2
y
δ1/2CK2,up ≤ 4γ2δ

1/2CK2,upE1.

For S12, using (6.6), |F (x+y−F (x))| ≤ [F ]
1/2
Cx

|y1|1/2+[F ]
1/2
Cy

|y2|1/2 ≤ E1(γ1|y1|1/2+γ2|y2|1/2),
the symmetries of K2 in y, and |y2| ≤ |y1|, we yield

|S12| ≤ 4E1

∫ δ

0

∫ y21/δ

0

(γ1|y1|1/2 + γ2|y2|1/2)K2(y)dy = 4E1(γ1I1 + γ2I2),

where Ii denotes two integrals. Using the scaling symmetry of K2, (5.3), (5.6) and (5.12), we
get

I2 = δ1/2
∫ 1

0

∫ y21

0

K2(y)|y2|1/2dy = δ1/2CK2,low,

I1 = δ1/2
∫ 1

0

∫ y21

0

K2(y)y
1/2
1 dy = δ1/2

∫ 1

0

y2
2|y|2

∣∣∣
y21

0
dy1 = δ1/2

∫ 1

0

1

2(1 + y21)
y
1/2
1 dy1 = δ1/2fs(1).

Combining the above estimates of S11, S12 and further bounding F (x) ≤ ψ(x)/ϕ(x)E1 (6.6), we
establish

|S(x)| ≤ |S11|+ |S12|+
π

2
|F (x)| ≤ 4E1δ

1/2(γ1fs(1) + γ2(CK2,low + CK2,up)) +
π

2

ψ(x)

ϕ(x)
E1.

The above estimate does not hold for x2 < δ, i.e. the singular region touches the boundary,
since W is discontinuous across the boundary. Before we estimate uy and the case x2 < δ, we
discuss another L∞ estimate for S12.

6.1.3. L∞ estimate in a curved region. SinceK2(y)F (x+y)1|y2|≤y21/δ1|y1|≤δ is locally integrable,

we can bound it using ||ωϕ||∞. We focus on a specific quadrant y1, y2 ≥ 0. Then in the integral
region y2 ≤ y21/δ ≤ y1, we get K2(y) ≥ 0. We partition [0, 1] using mesh 0 = z0 < ... < zm = 1
and use a change of variables y = δs,K2(δs)δ

2 = K2(s) to get

|S++
12 | = |

∫ δ

0

∫ y22/δ

0

K2(y)(Wψ)(x + y)dy| = |
∑

0≤i≤m−1

∫ zi+1

zi

∫ s21

0

K2(s)(Wψ)(x + δs)ds|

≤
∑

0≤i≤m−1

||Wϕ||L∞ ||ψ
ϕ
||L∞(x+Ri)

∣∣∣
∫ zi+1

zi

∫ s21

0

K2(s)ds
∣∣∣, Ri = [ziδ, zi+1δ]× [0, z2i+1δ].

The piecewise L∞ bound ||ψϕ ||L∞(x+Ri) for x ∈ [xl1, x
u
1 ] × [xl2, x

u
2 ] , Bx can be obtained by

covering the region Bx+Ri. See Section 4.1.6 in Part II [2]. Since K2(s) has a fixed sign in the
domain, using (5.3), we get

(6.10)

∫ zi+1

zi

∫ s21

0

K2(s)ds =

∫ zi+1

zi

1

2

s21
s21 + s41

ds1 =
1

2
arctan s1

∣∣∣
zi+1

zi
.

Combining the above estimates, we obtain a sharp L∞ estimate for S++
12 . When δ is small

enough, we do not further partition the domain δ · [0, 1] and estimate S++
12 directly

|S++
12 | ≤ ||Wϕ||∞||ψ

ϕ
||L∞(x+[0,δ]2) ·

π

8
,
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Figure 3. Illustration of the estimates. The shaded region represents the

curved region, where we estimate the integrals Sα,βcur,i using the estimate in

Section 6.1.3 and ||ωϕ||∞. For other regions, we estimate the integrals using

C
1/2
xi seminorm. The red arrow represents the direction of the C

1/2
xi seminorm.

Left: estimate of uy, vx with x2 < δ. Right: estimate of uy with x2 > δ.

where π/4 is the integral of K2 in the whole region, which follows from (6.10) with zi = 0, zi+1 =
1.

Similar estimates apply to the integrals in other curved regions

(6.11)
Sαβcur,i(x, δ) ,

∫

Ri∩Rα×Rβ

1s∈Rα×Rβ
K2(s)(Wψ)(x + s)ds, α, β = ±,

R1 = {|s1| ≤ δ, |s2| ≤ s21/δ}, R2 = {|s2| ≤ δ, |s1| ≤ s22/δ}.

6.1.4. Estimate of vx for x2 ≤ δ. For x2 ≤ δ, the singular region x +Qδ touches the boundary

x2 = 0 and F /∈ C
1/2
y (x+Qδ). Using Lemma 5.1, we decompose the integral (6.5) as follows

(6.12)

S(x) = lim
ε→0

(

∫

Q+
δ ,|y1|≥ε

+

∫

Q−

δ ,y2≤−ε
)K2(y)F (x+y)dy−

π

2
F (x) , S1+S2+S3, Q±

δ , Qδ ∩R
±
2 .

We get a factor −π
4F (x) in the upper part Q+ and π

4F (x) in Q
− from Lemma 5.1, and they

are canceled. We first apply estimate (5.79) and then the scaling symmetries of K2, (5.11) and
(6.11) to get

S1 ≤ [F ]
C

1/2
y

∫ δ

−δ
dy1

∫ δ

y1

K2(y)|
y21
y2

− y2|1/2dy2 +
∫ δ

−δ

∫

y2≤y21/δ
K2(y)F (x+ y)dy

= 2[F ]
C

1/2
y
δ1/2CK2,up + S++

cur,1 + S−+
cur,1,

where we have a factor 2 since the domain contains 2 quardrants.

For S2, F /∈ C
1/2
y (x+Q−

δ ). Thus, we apply the estimate for (5.84) using [F ]
1/2
Cx

instead. Using
an estimate similar to (5.79), (5.11), and (6.11), we get

S2 = [F ]
1/2
Cx

∫ 0

−δ
dy2

∫

|y2|≤|y1|≤δ
|y

2
2

y1
− y1|1/2|K2(y)|dy +

∫ 0

−δ

∫

|y1|≤y22/δ
K2(y)F (x + y)dy

= 2[F ]
1/2
Cx
δ1/2CK2,up + S+−

cur,2 + S−−
cur,2.

The remaining terms Sα,βcur,i in the above are estimated using the method in Section 6.1.3.

The last term S3 = π
2F (x) is estimated directly using π

2
ψ(x)
ϕ(x)E1(6.6), (6.8). See the left figure in

Figure 3 for various regions. We estimate Sα,βcur,i in the shaded region.

6.1.5. Estimate for uy. The estimate of uy is completely similar. In this case, (6.5) becomes

S(x) = P.V.

∫

Qδ

K2(y)F (x + y)dy +
π

2
F (x).
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If x2 ≥ δ, we have x + Qδ ⊂ R
+
2 and F ∈ C1/2(x +Qδ). Applying Lemma 5.1 to 4 quadrants

and (5.79) yields

|S(x)| =
∣∣∣ lim
ε→0

∫

Qδ,|y1|≥ε
K2(y)F (x+ y)dy

∣∣∣

≤ [F ]
C

1/2
y

∫ δ

−δ
dy1

∫

|y1|≤|y2|≤δ
|y

2
1

y2
− y2|1/2|K2(y)|dy2 +

∣∣∣
∫ δ

−δ
dy1

∫

|y2|≤y21/δ
K2(y)F (x+ y)dy2

∣∣∣

= 4δ1/2[F ]
C

1/2
y
CK2,up + S++

cur,1 + S+−
cur,1 + S−+

cur,1 + S−−
cur,1.

For x2 < δ, we do not have F ∈ C
1/2
y (x+Q). Using Lemma 5.1 yields another decomposition

S(x) = lim
ε→0

(

∫

Q+
δ ,|y1|≥ε

+

∫

Q−

δ ,y2≤−ε
)K2(y)F (x+ y)dydy +

π

2
F (x) , S1 + S2 + S3.

The estimates for S1, S2, S3 are completely the same as those in Section 6.1.4. See the left figure
in Figure 3 for an illustration of the estimate in the case of x2 ≥ δ, and right figure for x2 > δ.

6.2. Estimate of u(x)/x
1/2
1 . In the weighted L∞ energy estimate in [3], we need to estimate

u(x)/|x1|1/2. We have discussed how to estimate u(x)/|x1|1/2 in Appendix B.4 in Part II [2]. In
this section, we derive the piecewise bounds for Ji(B)

J1(B) =

∫

[−1,0]×[0,1/B]

Ks(s)ds, J2(B) =

∫

[0,1/B]2
Ks(s)ds, Ks(s) =

2(s1 + 1)s2
|s|2((s1 + 2)2 + s22)

,

which captures the singular part in the estimate of u(x)/x1. Clearly, Ji(B) is decreasing in B,
for B ∈ [Bl, Bu], we get Ji(B) ≤ Ji(B

l). Since

Ks(s) =
1

2
(
s2
|s|2 − s2

(s1 + 2)2 + s22
),

we can derive its analytic integral formula using (5.4). In particular, we have

J1(B) =
B
(
log

(
1
B2 + 1

)
− log

(
1
B2 + 4

)
+ log(4)

)
+ 2 arctan(B)− arctan(2B)

2B
,

J2(B) = J21(B)− logB,

where the formula for J2(B) is too lengthy and we refer it to the Mathematica code in [1].
J21(B) is the regular part as B → 0 and we define it by J2(B)− logB. Since Ji(B) is decreasing
in B, using the above formulas and Ji(B) ≤ Ji(B

l), we get the piecewise bounds for Ji(B)
in [Bl, Bu]. For B ∈ [Bl, Bu] = [0, Bu], we derive the asymptotic behavior of the formula as
B → 0. For J1(B), since 2 arctanB − arctan(2B) = O(B3), we get

lim
B→0

J1(B) = lim
B→0

1

2
log(

1/B2 + 1

1/B2 + 4
· 4) = lim

B→0

1

4
log(

4 + 4B2

1 + 4B2
) =

1

2
log 4 = log 2.

Next, we show that J21(B) is increasing for B close to 0, which allows us to estimate J2(B)
near B = 0. Using symbolic computation, we get

∂BJ21(B) = −
−2 log

(
1
B2 + 2

B + 2
)
+ 2 log

(
(2B+1)2

B2

)
− 8B + 4 tan−1(2B)− 4 tan−1(2B + 1) + π

8B2
, − S

8B2
.

We can rewrite the numerator S as follows

S = 2 log((1 + 2B)2)− 2 log(2B2 + 2B + 1)− 8B + 4 tan−1(2B)− 4 tan−1(2B + 1) + π.

Clearly, we have S(0) = 0. Next, we show that S′(B) ≤ 0:

S′(B) = −8 +
8

1 + (2B)2
− 8

1 + (1 + 2B)2
+

8

1 + 2B
− 2(4B + 2)

1 + 2B + 2B2

≤ − 8

2 + 4B + 4B2
+

8

1 + 2B
− 2(4B + 2)

1 + 2B + 2B2
=

8

1 + 2B
− 8B + 8

1 + 2B + 2B2
≤ 0,

where we have used 1 + 2B + 2B2 − (1 + B)(1 + 2B) = −B ≤ 0. Thus S(B) ≤ S(0) = 0
and J21(B) is increasing for B > 0. Recall from Appendix B.4 in Part II [2] that B2 = x̂1

h ,
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where h is the mesh size and x̂1 is the rescaled x in the computation domain. Using the above
monotonicity property, for x̂1 ∈ [zl, zu], zu ≤ h

2 and α ∈ (0, 1), we have B2 ≤ zu

h ≤ 1
2 and

J2(B2)x̂
1−α
1 = J21(

x̂1
h
)x̂1−α1 − log(

x̂1
h
)x̂1−α1 ≤ J21(

zu

h
)(zu)1−α + I(x̂1), I(t) , log(

h

t
)t1−α.

To obtain the piecewise bound for I, taking derivative, we yields

∂tI = (1 − α)t−α log
h

t
− t−α = t−α((1− α) log

h

t
− 1), ∂tI > 0, for t < he−1/(1−α).

Therefore, for zu ≤ min(he−1/(1−α), h/2), I(x̂1) is increasing and thus

I(x̂1) ≤ I(zu), J2(B2)x̂
1−α
1 ≤ J2(

zu

h
)(zu)1−α.

The quantities J2(B)x̂1−α1 appear in our bound for u(x)
|x1|α . In our application, we choose α = 1/2.

The above estimate allows us to control u(x)
|x1|α for small x1.

Integral close to the singularity. In addition to Ji(B), we need to estimate the integral

∫ b

a

∫ d

c

Kdu(x, s)ds, Kdu(x, s) =
2(s1 + x1)s2

|s|2((s1 + 2x1)2 + s22)
1x1+s1≥0, Q = [a, b]× [c, d],

for x1 ∈ [xl1, x
u
1 ] ⊂ R

+, in the region close to the singularity, e.g. s ∈ [−kh0, kh0]2\[−h0, h0]2.
See II1, II2 in the Appendix B.4 in Part II [2]. Denote h = xu1 − xl1. Without loss of generality,
we consider c, d ≥ 0, s1 ∈ [a, b], s2 ∈ [c, d]. For s1 + x1 ≥ 0,

Kdu ≥ 0, |s1+2x1|2 ≥ s21, |s1+2x1|2−|s1+2xl1|2 = (x1−xl1)(2s1+2x1+2xl1) ≥ 0, x1 ≤ xl1+h.

Estimate I: a+ xl1 ≥ 0. In this cas, we have s1 + x1 ≥ a+ xl1 ≥ 0 uniformly for s1 ∈ [a, b] and
x ∈ [xl1, x

u
1 ]. Thus, the indicator function is 1 in Q, and we yield

0 ≤ Kdu1x1+s1≥0 ≤ 2(s1 + xl1 + h)s2

|s|2((s1 + 2xl1)
2 + s22)

=
1

2xl1
(
s2
|s|2−

s2

(s1 + 2xl1)
2 + s22

)+
2hs2

|s|2((s1 + 2xl1)
2 + s22)

, I1+I2.

For I1, if x
l
1 > 0, we use the analytic formula (5.4) to evaluate the integral. For I2, it is much

smaller than the main term. Since (s1 + 2xl1)
2 + s22 is regular and a + xl1 ≥ 0, we bound it as

follows

(6.13)

∫

Q

I2ds ≤ max
Q

2h

(s1 + 2xl1)
2 + s22

∫

Q

s2
|s|2 ds,

s1 + 2xl1 ≥ max(a+ 2xl1, x
l
1, 0) , disl, s22 ≥ min(c2, d2), cd ≥ 0,

and evaluate the integral using (5.4). If xl1 = 0, I1, I2 reduce to I1 = 2s1s2
|s|4 = 2K1(s), I2 = 2hs2

|s|4 .

We evaluate their integrals using the analytic integral formula (5.3) and
∫

s2
|s|4 ds =

1

2
s−1
2 arctan

s2
s1

+ C.

Note that the integrand is singular near 0 when xl1 = 0. We only apply it to the region away
from the origin s = 0.

If a+ xl1 ≤ 0, since in the support of the integrand, we have

0 ≤ s1 + x1 ≤ s1 + x1 − a− xl1 ≤ b− a+ h, s1 + 2x1 ≥ max(xl1, a+ 2xl1, 0) = disl.

We bound the integrand as follows

0 ≤ Kdu1x1+s1≥0 ≤ 2(b− a+ h)s2
|s|2((s1 + 2x1)2) + s22

1x1+s1≥0 ≤ 2(b− a+ h)s2
|s|2((disl)2 + s22

,

and then estimate the integral following (6.13).
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Estimate II. If a+ xu1 ≥ 0, using x1 + s1 ≤ s1 + xu1 , we have another estimate for Kdu

0 ≤ x1Kdu1x1+s1≥0 =
1

2
(
s2
|s|2 − s2

(s1 + 2x1)2 + s22
)1x1+s1≥0 ≤ 1

2
(
s2
|s|2 − s2

(s1 + 2xu1 )
2 + s22

).

Since a + xu1 ≥ 0, the right hand side is nonnegative for s1 ∈ [a, b]. We further use (5.4) to
evaluate the integral of the upper bound.

If a+ xu1 ≤ 0, in the support of the integrand, we yield

0 ≤ s1+x1 ≤ s1−a+(x1−xu1 ) ≤ b−a, 0 ≤ x1Kdu1x1+s1≥0 ≤ 2(b− a)xu1s2
|s|2((s1 + 2x1)2 + s22)

1x1+s1≥0.

Then we use s1 + 2x1 ≥ max(a+ 2xl1, x
l
1, 0) and follow (6.13) to estimate the integral. We also

have a simple bound using x1Kdu1x1+s1 ≤ s2
2|s|2 and then apply the integral formula (5.4).

We apply the above estimate to obtain sharp estimates of the integral of u (not divided by
1
x1
). Dividing both sides by 1

x1
and using 1

x1
≤ 1

xl
1
, we yield another estimate for the integral of

Kdu. This estimate is better if xu1/x
l
1 is close to 1.

We remark that if b+ xu1 ≤ 0, since s1 + x1 ≤ b+ xu1 ≤ 0, the integral is 0.

6.3. Estimate using other norms. The estimate using the weights ||ωϕg,1||∞ is similar. From

(6.1), we have ||ωϕg,1||∞ ≤ µ−1
g,1E4, E1 ≤ E4. Using the norm ||ωϕg,1||∞, [ωψ1]C1/2

xi

, we develop

another estimate for uA, (∇u)A. For the singular part S (6.5), using µg,1 ≤ 0.02, we estimate

(6.14)
|S| ≤ C1||ωϕg,1||L∞ + C2[ωψ]C1/2

x
+ C3[ωψ]C1/2

y
≤ (C1µ

−1
g,1 + γ1C2 + C3γ2)E4

≤ µ−1
g,1(C1 + µg,1γ1C2 + µg,1γ2C3)E4 ≤ µ−1

g,1(C1 + 0.02γ1C2 + 0.02γ2C3)E4,

similar to (6.7), with constant C1 + (0.02γ1)C2 + (0.02γ2)C3γ2 as small as possible. For this
purpose, we can apply the estimates in the previous sections with (γ1, γ2) replaced by 002(γ1, γ2).
Note that this additional estimate for uA, (∇u)A is used to close the nonlinear estimates. The
overestimate µg,1 ≤ 0.02 only slightly increases the constant in the nonlinear estimates.

To estimate the nonlocal error u(ε), ε = ω̄ − (−∆)φ̄N , ε = ω̂ − (−∆)φ̂N for the approximate

steady state or Ŵ2 (see Section 5.8 in [3]), we develop similar estimates for uA(ε), (∇u)A using
the norm ||εϕelli||∞, [εψ1]C1/2

xi

(6.3), (6.4). For the singular part S, we estimate it using the

norm localized to D containing x+Qδ in (6.5)

(6.15)
|S(ε)| ≤ C1(x)||εϕg,1||L∞(D) + C2(x)[εψ]C1/2

x (D)
+ C3(x)[εψ]C1/2

y (D)

≤ B̄0(C1 + B̄−1
0 B̄1C2 + B̄−1

0 B̄2C3), ||εϕg,1||L∞(D) ≤ B̄0, [εψ1]C1/2
xi

(D)
≤ B̄i,

with constant C1(x) + B̄−1
0 B̄1C2 + B̄−1

0 B̄2C3(x) as small as possible. Since ε depends on the
numerical solution, e.g. ω̄, φ̄N , locally, we can bound B̄i directly. To get a sharp estimate, we
can apply the estimate in the previous sections with (γ1, γ2) replaced by (B̄−1

0 B̄1, B̄
−1
0 B̄2). See

Section 4.7 in Part II [2] for more discussions of the localized estimate.
We can generalize the above estimates of combining different norms in the estimates of

uA, (∇u)A for x very small or very large. See Section 7.5.

6.4. Estimate of some integrals. We discuss the refined estimate of ux(0)(ε) and K00(ε) for
the error ε of solving the Poisson equation. The refined estimates of these terms are important
for us to show that the error is small.

6.4.1. Estimate of K00. In the estimate of the integrals, near the origin, we use the triangle
inequality and we estimate the approximation term

I = pλ(x̂)λ
−2C(λx̂)

∫

|ŷ|∞≤kh
K00(ŷ)Wλ(ŷ)dŷ = p(λx)C(x)

∫

|y|≤λkh
K00(y)W (y)dy,

for a fixed k, e.g. k = 12, separately since the kernel given below is singular with order |y|−4

near y = 0

K00(y) =
24y1y2(y

2
1 − y22)

|y|8 = ∂31∂2f(y), f(y) = − log |y|.
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We need to estimate the above term for finitely many λ ≤ 10 and λ ≤ λ∗ uniformly for x
near 0. In the energy estimate for linear stability analysis, we bound it using ||ωϕ||∞. In the
error estimate, such an estimate is not sufficient. Since we can evaluate ω(y), we exploit the
cancellation in the integral. We partition the domain using fine mesh. Denote

0 = y1 < y2 < .. < yN , yi,1/2 = (yi + yi+1)/2, Qij = [yi, yi+1]× [yj, yj+1].

We evaluate the integral in Q using Simpson’s rule
(6.16)∫

[a1,a3]×[b1,b3]

g(y)dy =
∑

i,j≤3

cicjf(ai, bj) + err, |err| ≤ 1

2880
(h41||∂4xg||L∞(Q) + h42||∂4yg||L∞(Q)),

h1 = a3 − a1, h2 = b3 − b1 Q = [a1, a3]× [b1, b3], a2 =
a1 + a3

2
, b2 =

b1 + b3
2

, c = [
1

6
,
4

6
,
1

6
].

We obtain the piecewise derivative bound of K00(y)W using the bound of W established by the
method in Appendix C in Part II [2] and (5.2) for K00. The above error estimate is obtained
by applying the error estimate of Simpson’s rule first in x and then in y.

For the integral very close to origin , e.g. in Q = [0, D]2 = [0, ym]2, the above method fails
since the kernel is singular. We defer the estimate below. With these estimates, for a fixed λ,
we pick l such that yl ≤ r < yl+1, r = λkh and decompose the integral into three regions∫

[0,r]2
g(y)dy = (

∫

[0,ym]2
+

∫

[0,yl]2\[0,ym]2
+

∫

[0,r]2\[0,yl]2
)g(y)dy , S1+S2+S3, |S3| ≤

∫

[0,yl+1]2\[0,yl]2
|g(y)|dy.

For S1, we apply the estimate near 0 discussed below. For S2, we use the above Simpson’s
rule. Since [0, r]2\[0, yl]2 is small, we treat S3 as an error and use the piecewise bounds for
g(y) = ω(y)K00(y).

The above method also provide the piecewise bound of the integral for λkh ∈ [yl, yl+1]. This
allows us to obtain the uniform bound for λ ∈ [ym/(kh), λ∗] by covering the interval. To obtain
the uniform estimate for all small λ ≤ λ∗, we further apply the method discussed below to
estimate the case of λ ≤ ym/(kh) uniformly.

Estimate near y = 0. Consider Q = [0, D]2. In our case, ω is odd and satisfies ω = O(|x|3)
near x = 0 and we have piecewise C3 bounds for ω. Using integration by parts, we get

∫

Q

ω(y)fxxxy(y)dy = −
∫

Q

ωx(y)fxxydy +

∫ D

0

ω(D, y)fxxy(D, y)dy

=

∫

Q

ωxx(D, y)fxy(D, y)dy −
∫ D

0

ωx(y)fxydy +

∫ D

0

ω(D, y)fxxy(D, y)dy , I + II + III.

The boundary term vanishes on x = 0 since ωfxxy, ωxfxy is odd. DenoteMij = ||∂ix∂jyω||L∞(Q).

Since ω is odd, for y ∈ Q, using ω = O(|x|3), Taylor expansion

ω =

∫ y1

0

ωx(z, y2)dz = ωx(0, y2)y1 +

∫ y1

0

ωxxx(z, y2)
(y1 − z)2

2
dz, ωx(0, y2) =

∫ y2

0

ωxyy(0, z)(y2 − z)dz,

taking derivatives on the above expansions, and using
∫ y
0 z

kdz = yk+1

k+1 , we get

|ω(y)| ≤ y31
6
M30 +

y1y
2
2

2
M12, |ωx| ≤

y21
2
M30 +

y22
2
M12, |ωxx| ≤ y1M30, Mij , ||∂ix∂ωy ||L∞(Q).

Since

fxy =
2y1y2
|y|4 , fxxy =

2y2(−3y21 + y22)

|y|6 ,

fxy, fxxy have fixed signs in [0, D]2, {D} × [0, D], respectively.
For I, since ωxx is odd, using the scaling symmetry of the kernel, we get

|I| ≤M30

∫

Q

|fxyy1|dy =M30

∫

Q

2y21y2
|y|4 dy =M30D

∫

[0,1]2

2y21y2
|y|4 dy =M30D·y2 arctan

y1
y2

∣∣∣
[0,1]2

=M30
Dπ

4
,

where we use ∂12(y2 arctan
y1
y2
) = ∂2(y2

1/y2
(y1/y2)2+1 ) = ∂2

y22
y21+y

2
2
= −∂2 y21

y21+y
2
2
=

2y21y2
|y|4 .
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For II and III, we use the expansion at (D, y). We get

|II| ≤ M30D
2

2
|
∫ D

0

fxy(D, y)dy|+
M12

2
|
∫ D

0

fxy(D, y)y
2dy| , M30

2
II1 +

M12

2
II2.

Using the scaling symmetry, we get

II1 = D|
∫ 1

0

fxy(1, y)dy| = D
∣∣∣fx(1, y)|10

∣∣∣ = D|fx(1, 1)− fx(1, 0)|,

II2 = D|
∫ 1

0

2y3

(1 + y2)2
dy| = D(

1

1 + y2
+ log(1 + y2))

∣∣∣
1

0
= D(log 2− 1/2).

For III, since fxxy(D, y) has a fixed sign in [0, D], we get

|III| ≤ M30D
3

6

∣∣∣
∫ D

0

fxxy(D, y)dy|+
M12

2
D|

∫ D

0

fxxy(D, y)y
2dy| = M30

6
III1 +

M12

2
III2.

Since f is harmonic, fxxy = −fyyy, using the scaling symmetry and integration by parts, we get

III1 = D|
∫ 1

0

fxxy(1, y)dy| = D|fxx(1, 1)− fxx(1, 0)|,

III2 = D|
∫ 1

0

fxxy(1, y)y
2dy| = D

∣∣∣
∫ 1

0

fyyy(1, y)y
2dy

∣∣∣ = D
∣∣∣|(fyy(1, y)y2 − 2fy(1, y)y + 2f)

∣∣∣
1

0

∣∣∣.

All the above terms are linear inD since yi1y
j
2K00(y)dy = Dŷi1ŷ

j
2K00(ŷ)dŷ for y = Dŷ, i+j = 3.

6.4.2. Estimate of cω(ω̄). Recall from Appendix C in Part II [2] that we represent ω̄ using piece-
wise polynomials ω̄2 and the semi-analytic part ω̄1 = χ(r)r−αg(β). We discuss the computation
of

cω(f) = ux(f)(0) = − 4

π

∫

R
++
2

K(y)f(y)dy, K(y) =
y1y2
|y|4 ,

for f being a single-level B-spline and f = ω̄1. If f is a multi-level B-spline (see Section 7 in [3]),
i.e. f =

∑
i≤n fi with fi being a single level B-spline, we estimate cω(fi) and then use linearity

to estimate cω(f). For f being B-spline with supporting points y0 < y1 < .., < yn, its support
is contained in D = [0, yn+7]

2. We partition the domain into

Di = [0, yki ]
2, i = 1, 2, .., l, yk1 < yk2 < .. < ykl = yn+7.

For each i, we refine each mesh Q = [yi1 , yi1+1]× [yj1 , yj1+1] in Di+1\Di 2ni times

Q = ∪k,l≤niQkl, Qkl = [yi1+(k−1)h1, yi1+kh1]×[yj1+(j−1)h2, yj1+jh2], h1 =
yi1+1 − yi1

ni
, h2 =

yj1+1 − yj1
ni

,

and then apply Simpson’s rule (6.16) to estimate the integral
∫
Qkl

f(y)K(y)dy by evaluating

fK on yi1 +
ph1

2 , yj1 +
qh2

2 , 0 ≤ p, q ≤ 2ni and estimating the error. In Q, using (6.16), the error
is given by

1

2880

∑

k,l≤ni

∫

Qkl

h41||∂4x(fK)||L∞ + h42||∂4y(fK)||L∞ .

Using K(y) = − 1
2∂1∂2 log(|y|) and |∂ix∂jyK(y)| ≤ (i+j+1)!

2 |y|−i−j−2 from Lemma 5.2, we get

∑

k,l

∫

Qkl

||∂4x(fK)||L∞ ≤
∑

0≤m≤4

(
4

m

)
||∂4−mx f ||L∞(Q)h1h2

(m+ 1)!

2

∑

kl

max
y∈Qkl

|y|−m−2.

The bound for ∂4y(fK) is similar.
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Near 0. Since the integrand is singular, near 0, we use Taylor expansion. We choose D0 ⊂
[0, y1]

2. For f(x1, x2) odd in x1, we get

f(x) = ∂1f(0)x1+∂12f(0)x1x2+
∂111f(0)x

3
1

6
+
∂122f(0)x1x

2
2

2
+ε, |ε| ≤ 1

24

∑

0≤i≤4

(
4

i

)
xi1x

4−i
2 ||∂ix∂4−iy f ||L∞(D0).

We integrate K(y)yi1y
j
2 analytically using symbolic computation and then obtain the error esti-

mate and the approximation of the integral by evaluating ∂i1∂
j
2f(0).

Integral for ω̄1. For f = ω̄1 = χ(r)r−α−1g(β), χ(r) is supported in [A,∞) and χ(r) = 1 for

r ≥ B,A = 5, B = 2 · 106. Using K(y) = sin(2β)
2r2 and a direct calculation yields

− 4

π

∫

R
2
++

K(y)ω̄1dy = − 2

π

∫ ∞

A

χ(r)r−α−1dr

∫ π/2

0

g(β) sin(2β)dβ

= − 2

π
(

∫ B

A

χ(r)r−α−1dr + α−1B−α)

∫ π/2

0

g(β) sin(2β)dβ.

We apply 1D Simpson’s rule to estimate two 1D integrals.

7. Estimate of the velocity near 0 and in the far-field

For x very close to the origin or very large, we cannot rescale the integral by choosing finitely
many rescaling factors λi. See Section 4.5 in Part II [2] for more discussions. Instead, we choose

λ = max(x1,x2)
xc

and estimate the rescaled integral with a −d-homogeneous kernel K

(7.1) p(x)

∫
K(x− y)W (y)dy = pλ(x)

∫
K(x̂− ŷ)λ2−dWλ(ŷ)dy, fλ(x) , f(λx),

uniformly for all small λ ≪ 1 or large λ ≫ 1. The rescaled singularity x̂ = x/λ satisfies
maxi x̂i = xc and is in the bulk of our computation domain. The method is essentially the same
as those described in Sections 4.1, 4.2 in Part II [2]. We have the following scaling relation

(7.2)

||ωλϕλ||∞ = ||ωϕ||∞, [ωλψλ]C1/2
xi

= λ
1
2 [ωψ]

C
1/2
xi

,

∂xif(x) =
dx̂i
dxi

∂x̂ifλ(x̂) =
1

λ
∂x̂ifλ(x̂),

|f(x)− f(z)|
|x− z|1/2 = λ−

1
2
|fλ(x̂)− fλ(ẑ)|

|x̂− ẑ|1/2 .

Denote by yi the adaptive mesh for computing the approximate steady state designed in
Appendix C.1 in Part II [2]

(7.3) y1 < y2 < .. < yN , Qij = [yi, yi+1]× [yj, yj+1],

We have yN > 1015. In Part II [2], we introduce the following notations: hx = h/2,

(7.4) |x|∞ = max(x1, x2), x ∈ Bi1,j1(hx) ⊂ Bij(h), Blm(r) = [lr, (l+ 1)r]× [mr, (m+ 1)r],

and singular regions near x

(7.5)
R(x, k) = [(i− k)h, (i + 1 + k)h]× [(j − k)h, (j + k + 1]h],

Rs(k) = [x1 − kh, x1 + kh]× [x2 − kh, x2 + kh].

We introduce the following domain and points

(7.6)

Mli1j1 = λlBi1j1(hx), Γ(a) , {x̂ : max
i
x̂i = a} = ∪ihx≤aΓ1,i(a) ∪ Γ2,i(a)

Γ1,i(a) , {a} × [(i − 1)hx, ihx], Γ2,i(a) , [(i − 1)hx, ihx]× {a},
xc = 128hx, xc2 = 256hx, xc3 = 3xc2, m3 = 2xc2h

−1
x = 512.

Domain Ml,i1,j1 is a dyadic mesh, and xc, xci can be viewed as the reference centers. We choose
a to be a multiple of hx, and then Γ(a) consists of two intervals. In the weighted L∞ estimate,
we rescale x = λx̂ such that x̂ ∈ Γ(xc). In the Hölder estimate, we rescale (x, z) with |x| ≤ |z|
such that x = λx̂ with x̂ ∈ Γ(2xc).
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We use the L∞ norm ||ωϕ||∞ and the Hölder semi-norm [ωψ]
C

1/2
xi

to control the piecewise

L∞ norm of u,∇u and the Hölder semi-norm of the weighted quantities ψuu, ψ∇u. Denote by
a1, an the power of ϕ(x) near 0 and ∞, b1, bn the power for ψ, and c1, cn for ψu. From the
definitions of these weights (6.3), (6.4) we have

(7.7)

ϕ(x) ≥ q1r
a1 (cosβ)−

1
2 + qnr

an , (a1, an) = (−2.9,−1/6), (−2.9, 1/16), (−5/2,−1/6),

ψ(x) ∼ B1r
b1 , r ≪ 1, ψ(x) ∼ Bnr

bn , r ≫ 1, (b1, bn) = (−2,−1/6),

ψu ∼ C1r
c1 , r ≪ 1, ψu ∼ Cnr

cn , r ≫ 1, (c1, cn) = (−5/2,−7/6),

for some constants qi, Bj , Cj , where r = |x|, β = arctan(x2

x1
). Here ψ = ψ1 (6.3) and we drop 1

to simplify the notation. We use the norm ||ωϕ||∞ with three different weights ϕ in (6.4) and
the above power (a1, an). We have

(7.8) ϕλ(x) ≥ λaαϕ∞,α(x), α = 1, n.

We choose cn = bn − 1 to capture the fact that u decays one order slower than ∇u.

7.1. L∞ estimate. Denote by φ the stream function. Recall from Section 4.3 [3] that for λ
very small, i.e. x near 0, the velocity with approximation terms is given by

(7.9) (∂ix∂
j
yφ)A , ∂ix∂

j
y(φ− φxy(0)xy −

1

6
φxxx(0)(x

3y − xy3)),

for i + j = 1, 2. For example, we have ux = −∂xyφ, vx = ∂xxφ. See Section 4.3 in [3]. The
vorticity ω vanishes like O(|x|2+α) for some α > 0 near x = 0, and φ, φxy(0), φxxxy(0) are given
by
(7.10)

φ(x) = − 1

π

∫

R2

G(x−y)W (y)dy, φxy(0) =
4

π

∫

R
++
2

y1y2
|y|4 , φxxxy(0) =

2

π

∫

R
++
2

ω(y)
24y1y2(y

2
1 − y22)

|y|8 dy,

where G is the Green function (5.1), and W is given in (5.2).
For λ large, x near ∞, we estimate

(7.11) (∂ix∂
j
yφ)A = ∂ix∂

j
y(φ + L12(0)xy), L12 = − 4

π

∫

y∈R
2
++\[0,Rn]2

y1y2
|y|4 ω(y)dy,

for some parameter Rn (the largest threshold) given in Appendix C.2 in [3], where L12(0)
approximates ux(0) = −φxy(0). Note that for |x| ≥ Rn, (∂ix∂

j
yφ)A satisfies the differential

relation

(7.12) ∂ix∂
j
y(∂

i2
x ∂

j2
y φ)A = (∂i+i2x ∂j+j2y φ)A, 1 ≤ i+ j + i1 + j1 ≤ 2.

Using the scaling symmetry of the kernels, we can rewrite the above quantities as integrals
of ω and in the form (7.1). We estimate piecewise bounds for ∇u(λx̂),u(λx̂) for x̂ ∈ Γi,j and
λ ≤ λ∗ or λ ≥ λ∗ uniformly.

7.1.1. Near field, far field, and the nonsingular part. For the integral in these regions, the inte-
grand is not singular, and we follow the method in Sections 4.1, 4.2 in Part II [2] to estimate
them. For example, for a region Q ⊂ R

++
2 away from the singularity, using (7.8), we estimate

the integral (7.1) with symmetrized kernel

(7.13) Ksym(x, y) , K(x− y) +K(x+ y)−K(x1 − y1, x2 + y2)−K(x1 + y1, x2 − y2),

and approximation terms K = Ksym −Kapp as follows
(7.14)

|
∫

D

K(x̂, ŷ)Wλ(ŷ)dŷ| ≤ ||Wλϕλ||∞
∫

D

|K(x̂, ŷ)|ϕ−1
λ (ŷ)dŷ ≤ λ−aα ||ωϕ||∞

∫

D

|K(x̂, ŷ)|ϕ−1
∞,α(ŷ)dŷ,

for α = 1, n. Using the decay estimates of the symmetrized integrals of (7.10) with approxima-
tions in Appendix B.1 in Part II [2] and (7.7), one can show that |K(x, y)|ϕ−1

∞,α(y) is integrable
away from the singularity. The last integral does not depend on λ and can be estimated using
the method in [3]. We track the integral and the power λ−aα . Thus, the estimates of the in-
tegrals in these regions are essentially the same as those for finite rescaling factor λi discussed
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in Sections 4.1, 4.2 in Part II [2], except that we use the asymptotic behavior of the weights
ϕ∞,1, ϕ∞,n instead of ϕ.

For large λ, we need to estimate (7.11). Since [0, Rn]
2 does not enjoy the scaling symmetry,

y = λŷ ∈ [0, Rn]
2 if and only if ŷ ∈ [0, Rn/λ]

2, we decompose (7.11) as follows

L12 = − 4

π

∫

R
++
2 \[0,Rn/λ]2

ŷ1ŷ2
|ŷ|4 ωλ(ŷ)dŷ = − 4

π

∫

y∈R
++
2

1Dc
1
+
(
1([0,Rn/λ]2)c(ŷ)− 1Dc

1
(ŷ)

)
K0(ŷ)ωλ(ŷ)dŷ

, L̂12(λ) + I, K0(y) =
4y1y2
|y|4 , D1 = [0, k1h]

2.

The domain of the rescaled integral in L12(λ) does not depend on λ, and we estimate the

integrals for ∂ix∂
j
yφ− ∂ix∂

j
y(xy)L̂12)(λ) using the above method. The second part I is treated as

an error term. Using (7.7), (7.8) and |ωλ(ŷ)| ≤ λ−anq−1
n |ŷ|−an ||ωϕ||∞, we have

|I| = 1

π
|
∫
(1D1−1[0,Rn

λ ]2)|K0(ŷ)ωλ(ŷ)|dŷ ≤ ||ωϕ||∞
πqn

λ−an
∫

|1D1−1[0,Rn
λ ]2 |

4ŷ1ŷ2
|ŷ|4 |ŷ|−andŷ ,

||ωϕ||∞
πqn

·II.

Next, we estimate |II| uniformly for λ ≥ λ∗. For 0 < c < d, since y1y2
|y|β is symmetric in y1, y2,

we get

J(c, d) =

∫

[0,d]2\[0,c]2

4y1y2
|y|4+an dy = 8

∫ d

c

∫ y1

0

y1y2
|y|4+an dy =

8

2 + an

∫ d

c

−y1
|y|2+an

∣∣∣
y1

0
dy1

=
8(1− 2−(2+an)/2)

2 + an

∫ d

c

y−1−an
1 dy1 = Can |d−an − c−an |, Cα =

8

(2 + α)|α| (1− 2−(2+α)/2).

Applying the above estimate to II, we obtain

|II| ≤ Can |(
Rn
λ

)−an − (k1h)
−an |λ−an = Can |R−an

n − (λk1h)
−an |.

If Rn ≤ λ∗k1h, for λ ≥ λ∗, we have

|II| ≤ Can(R
−an
n − (λk1h)

−an) ≤ CanR
−an
n , an > 0, |II| ≤ Can((λk1h)

−an −R−an
n ), an < 0.

If Rn > λ∗k1h and an < 0, for λ ≥ λ∗, we have two cases, Rn ≥ λk1h and Rn < λk1h. In
the first case, since λ ≥ λ∗, an < 0, we get λan ≤ λan∗ and

|II| ≤ Can((
R

λ
)−an − (k1h)

−an)λ−an ≤ Can((
R

λ∗
)−an − (k1h)

−an)λ−an .

In the second case, we get

|II| ≤ Can((k1h)
−an − (R/λ)−an)λ−an ≤ Can(k1h)

−anλ−an .

Combining two cases, we yield

|II| ≤ Canλ
−an max((k1h)

−an , (R/λ∗)
−an − (k1h)

−an).

In our estimate, we do not have the case Rn > λ∗k1h and an > 0. We can pick λ∗ large
enough and the power an in the weight to avoid such a case. In all cases, we can estimate

|II| ≤ C1λ
−an + C2

for some C1, C2 (can be negatively) independent of λ uniformly for λ ≥ λ∗.

7.1.2. Singular part. We focus on the estimate of ∇u. which is much more difficult. For the
singular part, we follow Section 4.2 in Parr II [2] to decompose it as follows

(∇u)S =

∫

R(x,k)

K(x̂− ŷ)Wλ(ŷ)dŷ =

∫

R(x,k)\Rs(b)

+

∫

Rs(b)\Rs(a)

+

∫

Rs(a)

)K(x̂− ŷ)Wλ(ŷ)dŷ

, I + II + III,

for fixed k, b ≥ 1 and a to be chosen, where R(x, k), Rs(k) are singular regions defined in (7.5).
The integrand in I is nonsingular and we estimate it by ||ωϕ||∞ using the same method as that
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in Section 7.1.1 and Sections 4.1, 4.2 in Part II [2], For II, using L∞ estimate, (7.8), (5.18), and
Rs(b) ⊂ R(b), we get

|II| ≤ ||Wϕ||L∞λ−aα ||ϕ−1
∞,α||L∞(R(b))

∫

Rs(b)\Rs(a)

|K(x̂−ŷ)|dŷ = ||ωϕ||L∞λ−aα ||ϕ−1
∞,α||L∞(R(b))2 log(

b

a
).

Following the estimate of the singular part in Section 4.2 in Part II [2], we get

III =

∫

Rs(a)

K(x̂−ŷ)(ψ−1
λ (x̂)−ψ−1

λ (ŷ))ωλψλ(ŷ)dy+ψ
−1
λ (x̂)

∫

Rs(a)

K(x̂−ŷ)ωλ(ŷ)ψλ(ŷ)dŷ = III1+III2.

For III1, we follow Section 4.2 in Part II [2] using Taylor expansion and the L∞ estimate

ψ−1
λ (ŷ)− ψ−1

λ (x̂) = (∇ψ−1
λ )(x̂) · (ŷ − x̂) + Pe, |Pe| ≤ C|∇2ψ−1

λ ||ŷ − x̂|2, |Wλψλ(x)| ≤
ψλ
ϕλ

(x̂)||ωϕ||L∞ ,

∫

Rs(a)

|K(x̂− ŷ)(x̂1 − ŷ1)
i(x̂2 − ŷ2)

j |dŷ = 4

∫

[0,a]2
|K(s)si1s

j
2|ds = 4ai+j

∫

[0,1]2
|K(s)si1s

j
2|ds, i+ j ≥ 1,

where the last integral can be evaluated using the methods in Section 5.1.3. In particular, we
gain a small factor |a| in the estimate of III1. We refer detailed estimate of III1 to Section 4.2
in Part II [2]. To factorize out the dependence of λ in the above estimates, we need the following
estimates for the weights

(7.15) | ∂
i

∂x̂1

∂j

∂x̂2
ψ−1
λ (x̂)| ≤ λaα(∂i1∂

j
2ψ)∞,α(x̂),

ψλ(x̂)

ϕλ(x̂)
≤ λbα−aα(

ψ

ϕ
)∞,α(x̂).

uniformly for λ ≤ λ1 for α = 1, i.e. x close to 0, and λ ≥ λn for α = n, i.e. x in the far-field,
which have been established in Appendix A.2, A.3 in Part II [2]. Note that we do not pick up

extra λ power in the asymptotic analysis when we take derivatives ∂jx̂i
on ψ−1

λ . For example, if

ψ(x) = |x|−2, ∂x̂1ψ
−1
λ (x̂) = ∂x̂1λ

2|x̂|2 = λ22x̂1. Using these estimates, we derive

III1 ≤ λ−aα |a|C(x̂),

for some constant C(x̂).
For III2, using the estimates in Section 6.1, we yield

|ψλ(x̂)III2| ≤ C1(x̂)||
ψλ
ϕλ

||L∞(R(b))||ωλϕλ||L∞ + C2(x̂)|a|1/2[ωλψλ]C1/2
x

+ C3(x̂)|a|1/2[ωλψλ]C1/2
y
,

for some Ci(x̂) independent of the weights ϕ and λ, which can be derived using the same method
as that in Section 6.1. Using the scaling relation (7.2), we yield

|ψλ(x̂)III2| ≤ C1(x̂)λ
aα−bα ||ωϕ||L∞ + C2(x̂)|λa|1/2[ωψ]C1/2

x
+ C3(x̂)|λa|1/2[ωψ]C1/2

y
,

where we have changed C1(x̂) to track the constant ||ψλ

ϕλ
||L∞(R(b)).

Using the above estimates and (6.6), we can bound the singular part as follows
(7.16)

(∇u)S ≤λ−aα(C1(x̂) + C2(x̂) log
b

a
+ C3(x̂)|a|)||ωϕ||∞ + λ−bα+ 1

2 (C41(x̂)[ωψ]C1/2
x

+ C42(x̂)[ωψ]C1/2
y

)

≤E1

(
λ−aα(C1(x̂) + C2(x̂) log

b

a
+ C3(x̂)|a|) +

(
γ1C41(x̂) + γ2C42(x̂)

)
λ−bα+1/2

)
,

for x = λx̂ close to 0 , α = 1, and for x = λx̂ in the far-field, α = n, with x̂ in each Γ1,i,Γ2,i

(7.6).
We perform the above estimate for a list of a, a1 < a2 < .., < aN ≤ b and uniform estimate

for ah ≤ h ≤ bh. We will optimize a to obtain a sharp estimate in Section 7.3.1.
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7.1.3. Summary of the estimates and scaling. Combining the estimates in Section 7.1.1, e.g.
(7.14), and (7.16), we obtain the estimate for ∇u. From the above estimates, we can apply the
same estimates as those in [3] and Section 6.1 except that we need to perform the estimates
using the asymptotic properties of the weights (7.7), (7.8), (7.15) uniformly for small λ or large

λ, instead of the weights ϕ−1, ψϕ , ∂
i
1∂
j
2(ψ

−1) in the estimates for the finite λ case. Moreover, we

need to track the power in λ. In particular, we can obtain piecewise estimates for u,∇u (7.1)
for x ∈ Γi,j(xc) (7.6) and λ ≤ λ∗ or λ ≥ λ∗ uniformly. The estimates weighted by ψλ(x̂) can be
obtained similarly.

For u(λx̂), the estimate is much easier since the kernel is locally integrable. Using the
argument in Section 7.1.1, the scaling relation (7.1) with d = 1, and the same method in [3]
except that we use the weight ϕ∞,α (7.8) instead of ϕ, we can bound the integral and u(λx̂) by

C(x̂)λ−aα+1||ωϕ||∞.
We get the power 1 since the kernel in u is −1 homogeneous and we use the scaling relation
(7.1) with d = 1.

Remark 7.1. To track the λ power in the estimates (7.14), (7.16), we have the power λ−aα in the
coefficient of ||ωϕ||∞ since ϕ−1(λx) has asymptotic scaling property λ−aα(7.8), and λ−bα+1/2 in
the coefficient of [ωψ]

C
1/2
xi

since ψ−1(λx) has asymptotic scaling property λ−bα (7.7), (7.8) and

we get an extra λ1/2 from the scaling law (7.2). In the weighted estimate, e.g. ψλ∇u, we will
obtain an additional power λbα in the upper bound since the weight ψλ has asymptotics λ−bα .
In the estimate of u, we gain the factor λ in λ−aα+1 since u is 1 order more regular than ∇u.

7.2. Hölder estimates of ∇u,u. Denote

(7.17)
xc2 = 2xc, µ = 1/8, Ω1 , [xc2, (1 + µ)xc2]× [0, xc2] ∪ [0, (1 + µ)xc2]× {xc2}
Ω2 , {xc2} × [0, (1 + µ)xc2] ∪ [0, xc2]× [xc2, (1 + µ)xc2].

Firstly, we choose λ and rescale x = λx̂ with |x̂|∞ = xc2. In the C
1/2
x estimate, for z = λẑ

with x1 ≤ z1, z2 = x2, if |x̂ − ẑ| ≤ µxc2, we have ẑ ∈ Ω1. In the C
1/2
y estimate, for z = λẑ

with x2 ≤ z2, x1 = z1, we have z ∈ Ω2. For |x̂ − ẑ| > µxc2, we apply the triangle inequality to
estimate ∇u(x) − ∇u(z) directly. In Section 4.5 in Part II [2], we discuss the estimate of the
derivatives of the regular part of the integrand in (7.1)

∂x̂iJ(x̂, ŷ), J = K(x̂, ŷ)pλ(x̂), or J = KC(x̂, ŷ)(pλ(x̂)− pλ(ŷ)) +KNC(x̂, ŷ)pλ(x̂),

with weight p(x) = ψ(x), where KC ,KNC are parts of the symmetrized kernel Ksym (7.13)
determined by the distance between the y and the singularity x. See Section 4.1.5 in Part II [2].
Using such estimates for ∂x̂iJ , we can estimate the integral of ∂x̂iJ in terms of ||ωϕ||∞ using
the method in Section 7.1.1 and the method in Section 4.3 in Part II [2] with weight ϕ∞,α (7.8).
It particular, these parts are bounded by

C(x̂)λbα−aα ||ωϕ||∞.
We have the power λbα from the weight pλ = ψλ (7.7). Here, α = 1 means that we estimate
x = λx̂ for very small x and λ, and α = n means that we estimate x = λx̂ for very large x and
λ. We use the same notatons below.

Remark 7.2. We estimate ∂x̂iJ rather than ∂xiJ . We have the scaling relation (7.2) between
these two quantities.

The remaining part is the integral in the singular region (see I5 in Section 4.3.4 in Part II [2])

I5(x̂, k2) =

∫

R(k2)

K(x̂− ŷ)(ψλ(x̂)− ψλ(ŷ))Wλ(ŷ)dŷ.

In Part II [2], we discuss the case of finite λ and choose λ = 1 for simplicity. The case of general
λ is given above using the rescaling relation (7.1). For the Hölder estimate, in Sections 4.3
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in Part II [2], we decompose I5 into several parts and estimate the piecewise L∞ norm or the
piecewise derivatives bounds for each part. For each part, we can bound it using the weights

ψλ(x̂)∂
i
x̂1
∂jx̂2

ψ−1
λ (x̂), ψλ(x̂)/ϕλ(x̂),

the norm ||Wλϕλ||L∞ and the semi-norm [ωλψλ]C1/2
xi

. The above weights are the same as those

in (7.15), and we establish the uniform estimates in Appendix A.2, A.3 in Part II [2]. Using the
scaling relation (7.2), we can bound each part by

C1(x̂)λ
bα−aα ||ωϕ||L∞ + C2(x̂)λ

1/2[ωψ]
C

1/2
xl

,

for l = 1 or 2. In the C
1/2
xl estimate, we only need the semi-norm [ωψ]

C
1/2
xl

. The above estimates

allow us to estimate different parts in the Hölder estimate in Section 4.3 in Part II [2]. Similar
to the L∞ estimate in Section 7.1, we can apply essentially the same estimate in [3] for the case
of finite λ to the case of λ→ 0 or λ→ ∞ except that we need to use the asymptotic properties
of the weights (7.7), (7.8), (7.15) instead of using ϕ−1

λ , ∂ix∂
j
yψ

−1
λ etc for a fixed λ, and track the

power.
Similarly, in the Hölder estimate of ψu,λ(x)u(λx) (see Section 4.3.8 in Part II [2]), we can

bound the piecewise L∞ norm or derivatives of each part by

(7.18) C(x̂)λ1+cα−aα ||ωϕ||∞,
where cα is the leading order power of ψu,λ (7.7). We refer to Remark 7.1 for tracking the power
in the upper bounds.

Once we obtain the above bounds for each parts, we assemble the Hölder estimate following
Section 4.6 in Part II [2] and the scaling relation (7.2). See Section 7.4.

7.3. Assemble L∞ estimate of u,∇u in R
++
2 . We use the method in Section 4.2 in Part

II [2] to estimate the piecewise bounds of u(x),∇u(x) for x̂ in each hx × hx grid Bi1j1(hx) ⊂
[0, 2xc]

2\[0, xc]2
x = λx̂, x̂ ∈ [0, 2xc]

2\[0, xc]2 = ∪i1,j1Bi1j1(hx),
with finitely many λ = λi, i = 1, 2, .., n1. This allows us to bound u,∇u for x ∈ λn1 [0, 2xc]

2\λ1[0, xc]2.
To assemble the estimate in R

++
2 , we first pass the estimates from the dyadic mesh to the

mesh (7.3) for computing the approximate steady state. For each mesh Qij (7.3) with λ1xc ≤
max(yi, yj) ≤ max(yi+1, yj+1) ≤ 2λn1xc, we can cover Qij by finitely many dyadic mesh Mli1j1

(7.6). Then we use

||f ||L∞(Qij) ≤ max
Qij∩Mli1j1

6=∅
||f ||L∞(Ml,i1,j1

)

to obtain the piecewise bound on Qij . In our implementation, we loop over l, i1, j1 and update
the bound in Qij if Qij ∩Mli1j1 6= ∅. The same method applies to piecewise bounds of weighted
velocity ρ10u, ψ1∇u for some weights since we have piecewise bounds for the weights. See
Appendix A.2, A.3 in Part II [2].

7.3.1. Near-field and far-field. We need to further bound u,∇u for x ∈ λ1[0, xc]
2 and |x|∞ ≥

2λnxc. We focus on the weighted estimate (p∇u)(x). The estimate for u is similar. To estimate
u,∇u in the far field, we use the estimate in Section 7.1 with λ ≥ λ∗, λ∗xc ≤ 2λnxc.

We focus on the estimate of the singular part (7.16) in the far-field. The estimates of other
parts are easier. In the first estimate, we assume that x is in the computational domain x =

λx̂ ∈ [yi, yi+1]× [yj, yj+1] = Qij with λ = |x|∞
xc

(7.4) and |x̂|∞ = xc. We can cover the range of

x̂ by finitely many intervals Γ1,i1 ,Γ2,j1 in (7.6). For x̂ in each interval, from (7.16), we have

(7.19) |(∇u)S(x)| ≤ E1

(
λ−an(C0 + C1 log

b

a
+ C2|a|) + C3|a|1/2λ−bn+1/2) , g(λ, a) ·E1,

for some constants Ci depending on the interval, where an, bn are the slowest decay power in
ϕ, ψ (7.7). Suppose that

(7.20) p(x) ≤ c|x|α.
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We can obtain the upper and lower bound of λ/|x| = O(1), λ, |x| for x ∈ Qij . We first bound
λα by max(λαl , λ

α
u) and then optimize the estimate (7.19) over finite many a = ai, established

in (7.16). In the second estimate, we minimize the upper bound in (7.19) by choosing

(7.21) a = min(h,min(f(λl), f(λu))), f(λ) = (
2C1

C3
)2λ2(bn−an)−1

With the above choice of a, the upper bound in (7.19) is of order λ−an logλ. We further use the
piecewise bounds for λ/|x|, |x|, and (7.20) to obtain piecewise bounds of p∇u(x) for x ∈ Qij and
x̂ in one of the intervals Γ1,i1 ,Γ2,j1 . Taking the maximum of different cases yields the piecewise
estimates in Qij .

For x sufficiently large maxxi ≥ R, x is outside the domain spanned by Qij . We take λ∗ = R
xc
.

In this case, we estimate p(x)∇u(x) uniformly for x with |x|∞ ≥ R (7.4). We assume (7.20) for
all x with maxxi ≥ R and require α < min(an, 0). We optimize (7.19) by choosing a = f(λ)
(7.21).

Recall the power (aα, bα) of the weights (7.7). Since 2(bn− an)− 1 ≤ − 1
2 and λ is sufficiently

large, we have a = f(λ) ≤ h in our application. With the above choice of a, we get

C3a
1/2λ−bn+1/2 = C3

2C1

C3
λ−bn+1/2+bn−an−1/2 = 2C1λ

−an ,

and g(λ, a) (7.19) reduces to

g(λ, a) = λ−an(C0 + C1 log
b

a
+ C2(

2C1

C3
)2λ2(bn−an)−1 + 2C1).

Estimate of the logarithm term. We need to further control the term λ−an log b
a . Denote

F (λ, b, C, d, β) = log(b/A(λ))λC , A(λ) = dλ−β ,

for some β > 0 > C. We maximize it over λ ≥ λ∗. Clearly, we have

d

dλ
F (λ) = λC−1C log

b

A(λ)
− λC

A′

A
= λC−1C log

b

A(λ)
+ βλC−1 = λC−1(C log

b

A(λ)
+ β).

The critical point λc is given by

A(λc) = beβ/C , λc = (
d

A(λc)
)1/β = (

d

b
)1/βe−1/C .

For λ ≤ λc, F (λ) is increasing. For λ ≥ λc, F (λ) is decreasing. Thus for λ ≥ λ∗, we get

F (λ, b, C, d, e) ≤ F (max(λc, λ∗), b, C, d, e).

Finally, using |x| ≥ maxi(xi) = λxc, α ≤ min(an, 0), λ ≥ λ∗, and p ≤ c|x|α (7.20), we obtain

|p(∇u)| ≤ cxαc g(λ, b)λ
αE1 ≤ cxαcE1

(
(C0 + 2C1)λ

α−an
∗

+ C2(
2C1

C3
)2λ

2(bn−an)−1+α−an
∗ + C1F (λ, b, α− an, (

2C1

C3
)2, 2(−bn + an) + 1)

)
,

where F (λ) is further bounded using the above estimate.

Estimate of the regular part. From Section 7.1.1, the regular part of ∇u with approximation
terms can be bounded by

|(∇u)R| ≤ C1(x̂)λ
−an + C2(x̂),

where Ci(x̂) are some piecewise constants and C2(x̂) can be negative. For a weight satisfying
(7.20) and x ∈ Qij = [yi, yi+1] × [yj , jj+1], it is easy to obtain the upper and lower bounds for
r = |x| and λ = maxxi

xc
. Then using

(7.22) min(Ctαl , Ct
α
u) ≤ Ctα ≤ max(Ctαl , Ct

α
u), (fg)u = max(flgl, flgu, fugl, fugu),

for any C,α, we obtain the upper bound in Qij . For x sufficiently large max xi ≥ R, we assume
that the weight p satisfies (7.20) with α < an so that |p(∇u)R| decays for large x. In this case,
we have rl = R, ru = ∞, λl =

R
xc
, λu = ∞, and the estimates follow from (7.22).

The weighted estimate of ∇u in the near field and the estimate for u are similar.
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Estimate of uA/|x|1/2. In the energy estimate, we need to control uA/|x|1/2 in the far-field,
where uA = −∂y(φ+L12(0)xy) (7.11). We want to control uA

x1/2 r
γ for some γ < −1 and |x|∞ ≥ R

(7.4). Firstly, using the previous methods and ux,A = uA,x (7.12), we obtain

|uA,x(x)|rγ+1 ≤ C2, |uA(x)|rγ ≤ C1, |x|∞ ≥ R.

Denote r = |x|, β = arctan x2

x1
. For x1 ≥ x2, we get β ≤ π/4, x1 = |x|∞ ≥ R, x1 ≥ r/

√
2.

Thus, we get

(7.23)
|uA|

|x1|1/2
rγ ≤ C1

(r cosβ)1/2
, β ∈ [0,

π

2
],

|uA|
|x1|1/2

rγ ≤ min(
C1

R1/2
,
C12

1/4

r1/2
), β ≤ π

4
.

Using the estimate for uA,x and γ + 1 < 0, we yield

|uA| =
∫ x1

0

|uA,x(z, x2)|dx1 ≤
∫ x1

0

C2|(z, x2)|−γ−1dx1 ≤ C2x1r
−γ−1,

|uA|rγ
|x1|1/2

≤ C2
|x1|1/2
r

≤ C2(cosβ)
1/2

r1/2
.

Combining the above two estimates, for x2 > x1, we establish

|uA|rγ
|x1|1/2

≤ r−1/2 min(
C1

(cosβ)1/2
, C2(cosβ)

1/2) ≤ R−1/2 min(
√
C1C2,

C1

(cos βu)1/2
, C2(cos β

l)1/2).

Combining (7.23) and the above estimate, we establish the estimate for uA/|x1|1/2.

7.4. Assemble the Hölder estimate in R
+
2 . In the remaining part of this section, u,∇u de-

note the velocity with approximations, i.e. uA, (∇u)A. We do not write down the approximation
terms to simplify the notations.

In Section 4.6 in Part II [2], we discuss how to assemble the estimates of different parts of

(7.1) to obtain the C
1/2
xi estimate δi(f, x, z) (7.24)

(7.24) δi(f, x, z) ,
|f(x)− f(z)|
|x− z|1/2 , zi > xi, z3−i = x3−i,

for f being u,∇u with the approximation terms, x = λx̂, z = λẑ with x̂ ∈ [0, 2xc]
2\[0, xc]2, |ẑ −

x̂| ≤ 2νxc, and λ = λ1, λ2, ..λn1 . For x, z with 2νxc ≤ |x̂− ẑ| ≤ 2ν2xc, we get |x− z| ≥ 2νλxc ≥
ν|x|∞ and apply triangle inequality to estimate δi(f, x, z) for x̂, ẑ in a larger domain. Then, in

the C
1/2
x estimate, we obtain the piecewise estimate of δi(f, x, z) on the dyadic mesh (7.6)

(7.25) x ∈Mlpq, z ∈Mlrq, p ≤ r ≤ p+m1, x̂ ∈ Bpq(hx) ⊂ [0, 2xc]
2\[0, xc]2.

In the above meshes, l denotes the scaling factor λl. We have the same subindex q for x, z since
x2 = z2. Next, we pass the estimate from the dyadic mesh to the mesh Qij (7.3).

7.4.1. The Hölder estimate in the bulk. RecallMl,i1,j1 from (7.6). We focus on the C
1/2
x estimate.

For x ∈ Qi1j1 ⊂ λn2 [0, 2xc]
2\λ1[0, xc]2, and z ∈ Qi2,j1 close to x i1 ≤ i2 ≤ i1 +m, by covering

Qi1j1 , Qi2j1 , we obtain

(7.26) max
x∈Qi1j1 ,z∈Qi2,j1

|δ1(f, x, z)| ≤ max
l

(
max

x∈Mlpq∩Qi1j1 6=∅,z∈Mlsq∩Qi2j1 6=∅
δ1(f, x, z)

)
.

Suppose that Qi1j1 ⊂ ∪Mlpq. For each x ∈Mlpq, we have x̂ ∈ Bpq, ẑ2 = x̂2 ∈ Iq. Denote

Iq = [qhx, (q + 1)hx], Sz , {a ∈ R
2 : a2 ∈ λlIq} ∩Qi2j1 , Cz , ∪p≤p2≤p+m1Mlp2q.

The set Sz is the location of z ∈ Qi2j1 since z2 = x2, and Cz is the location of z we have
computed δ1(f, x, z) in the dyadic mesh (7.25). For each Qi2j1 i2 ≤ i1 +m, we have two cases

(a) yi2+1 ≤ λl(p+m1 + 1)hx, (b) yi2+1 > λl(p+m1 + 1)hx,

where y is the mesh (7.3). In case (a), z is close to x or i2 close to i1, e.g. i2 = i1. We estimate
δ1(f, x, z) using the estimate of δ1(f, x, z) on the dyadic mesh (7.25) Cz we have computed.

In case (b), the mesh Cz does not cover Sz, the range of z with z1 ∈ [yi2 , yi2+1], z2 ∈ Iq . For
z1 ∈ [yi2 , λl(p +m1 + 1)hx], Cz covers parts of Sz (or none), and we use the estimate on the
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dyadic mesh (7.25) to estimate δ1(f, x, z). For z1 ∈ [max(yi2 , λl(p + m1 + 1)hx), yi2+1], since
x ∈ Qi1j1 ∩Mlpq and we choose λl = 2kl for kl ∈ Z, we have
(7.27)

x1 ≤ λl(p+ 1)hx, max(yi1, yj1) ≤ |x|∞ = λl|x̂|∞ ≤ λl2xc, λl ≥ 2⌈log2(
max(yi1

,yj1
)

2xc
⌉ , λi1,j1 ,

where ⌈a⌉ is the smallest integer no less than a. It follows

z1 − x1 ≥ λlm1hx ≥ m1hx
2xc

|x|∞ ≥ m1hx
2xc

max(yi1 , yj1), z1 − x1 ≥ max(yi2 − yi1+1, 0).

We apply the triangle inequality, the piecewise bound of f = ∇u in Qi2j1 , Qi1j1 established in
Section 7.3, and the above lower bound on |x−z| to estimate δ1(f, x, z). Since x1 ∈ λlhx[p, p+1]
(x ∈Mlpq), conditions yi2+1 > λl(p+m1 + 1)hx, x ∈ Qi1j1 , imply

yi2+1 − yi1 ≥ yi2+1 − x1 ≥ yi2+1 − λl(p+ 1)hx ≥ λlm1hx ≥ m1hx2
⌈log2(

max(yi1
,yj1

)

2xc
⌉.

Recall λi1,j1 from (7.27). For i1 ≤ i2, we introduce

D(i1, i2, j1) = max(λi1,j1hx,max(yi2 − yi1+1, 0)), S , {(i1, i2, j1) : yi2+1 − yi1 ≥ λi1,j1hxm1}.
From the above discussion, we can modify the estimate (7.26) as follows

max
x∈Qi1j1 ,z∈Qi1,j2

|δ1(f, x, z)| ≤ max
{
max
l

(
max

x∈Mlpq∩Qi1j1 6=∅,z∈Mlp2q∩Qi2j1 6=∅,p≤p2≤p+m1

δ1(f, x, z)
)
,

1S(i1, i2, j1)
||f ||∞(Qi1j1 )

+ ||f ||∞(Qi2j1)

D
1/2
i1,i2,j1

}
.

Note that D(i1, i2, j1), λi1,j1 , S, and the second bound in the maximum are independent of the
dyadic estimates, and only depend on the piecewise estimates on mesh Qij . The above estimate

allows us to obtain a piecewise C
1/2
x estimates for x ∈ Qi1,j1 , z ∈ Qi2,j1 with |i1 − i2| ≤ m and

x in the bulk of the domain. Similarly, we obtain the piecewise bounds for the C
1/2
y estimate.

7.4.2. The Hölder estimate in the far-field and near-field for small distance. We focus on the

estimate for ∇u. The estimate of u is similar and easier. Firstly, in the C
1/2
xi estimate using

(6.6) and the estimates in Section 7.2, we can decompose (7.1) into several parts and bound the
piecewise L∞ norm or derivatives in x̂ for each part in a small domain Bi1j1(hx) ⊂ Ωi (7.4),
(7.17) by

C1(x̂)λ
bα−aα ||ωϕ||L∞ + C2(x̂)λ

1/2[ωψ]
C

1/2
xi

≤ λ1/2(C1(x̂)λ
bα−aα−1/2 + γiC2(x̂))E1.

Recall the power aα, bα of the weights (7.7). We have

b1 − a1 −
1

2
≥ −2 +

5

2
− 1

2
≥ 0, bn − an − 1

2
≤ −1

6
+

1

6
− 1

2
≤ −1

2
≤ 0.

In the near field λ ≤ λ∗ ≪ 1 or the far field λ ≥ λ∗, using λbα−aα−1/2 ≤ λ
bα−aα−1/2
∗ , we can

bound the estimate of each part uniformly in λ by

λ1/2(C1(x̂)λ
bα−aα−1/2
∗ + γiC2(x̂))E1.

The power λ1/2 is factorized out in the estimates. Thus we can treat the Hölder estimate
δi(f, λx̂, λẑ) (7.24) for λ ≥ λ∗ or λ ≤ λ∗ in the same way as that for finite λ case using the

λ-independent bound (C1(x̂)λ
bα−aα−1/2
∗ + γiC2(x̂))E1 and tracking the power λ1/2. Using the

scaling relation (7.2) and the estimates in Section 4.6 in Part II [2], we obtain the weighted
Hölder estimate δi(f, λx̂, λẑ) (7.24) for f = ψ∇u and |x̂|∞ = xc2, |ẑ − x̂| ≤ µxc2 uniformly for
λ ≤ λ∗ or λ ≥ λ∗. Note that the power λ1/2 in the above estimate and that in (7.2) are exactly
canceled.

Large distance. The above argument applies to obtain Hölder estimate for x, z close relative

to |x|. To estimate |f(λx̂)−f(λẑ)|
|λ(x̂−ẑ)|1/2 with large |x̂ − ẑ|, |x̂| = xc2, we need to bound f(λẑ) for large

ẑ. We focus on C
1/2
x estimate of ∇u. Other estimates are similar.
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L∞ estimate. From the above discussions, we seek a bound

(7.28) |f(λẑ)| ≤ λβC(ẑ),

for f = ψ∇u with approximation terms uniformly in λ ≥ λ∗, β ≤ 1
2 or λ ≤ λ∗, β ≥ 1

2 , and ẑ in

a large domain, e.g. [0, xc3]
2\[0, xc2]2 (7.6).

Recall the estimate of the regular parts, e.g. (7.14), and singular parts (7.16) in Section 7.1.
We first optimize the bound in (7.16) with a fixed λ = λ∗ over a = a1, a2, .., aN . Denote by a∗
be the minimizer among ai. Choosing a = a∗ in (7.16), we can bound (∇u)S by

E1(λ
−aαC1(x̂) + λ−bα+1/2C2(x̂)),

for another piecewise constants Ci(x̂). For the nonsingular parts in Section 7.1.1, for λ ∈ [λl, λu],
we can bound it by

E1(C3(x̂)λ
−aα − C4(x̂)) ≤ E1λ

−aα(C3(x̂)− C4(x̂)min(λaαl , λaαu )) = C5(x̂)λ
aα
l E1.

If λu = ∞, we simply drop the term −C4(x̂). Using this method, we can bound ∇u by

(7.29) E1 ·
∑

i≤N
Ci(x̂)λ

βi , N = 2, β = (−aα,−bα + 1/2), |x̂| = xc, x = λx̂,

for some piecewise constant C1(x̂), C2(x̂). We do not further optimize the estimate (7.16) over
all small a since the above estimate is good enough for our purpose and is simpler. For u, we
can obtain similar estimates and we only have the term C1(x̂)λ

−aα+1. Next, for the weight

(7.30) ψλ(x) ≤ ψ∞,u(x)λ
bα ,

we estimate the piecewise bound

(ψ∇u)τ (ẑ) ≤ C1,ijτ
bα−aα + C2,ijτ

1/2

for ẑ in each grid Bij(hx) ⊂ [0, xc3]
2\[0, xc2]2, τ ≤ λ∗, α = 1 or τ ≥ λ∗, α = n, which gives the

desired estimate (7.28). To apply (7.29), we need to rescale τ ẑ = λz̃ with |z̃|∞ = xc. Without
loss of generality, we assume ẑ1 ≥ ẑ2. For ẑ ∈ Bij(hx), we have

λ =
|τ ẑ|∞
xc

=
τ ẑ1
xc

∈ τ [ihx/xc, (i+ 1)hx/xc].

Applying (7.29) and ψτ (ẑ) ≤ τbαψ∞,u(ẑ) (7.30), we yield

(7.31) |(ψ∇u)(τ ẑ)| ≤ E1

∑

l≤N
τβl+bαCl(z̃)max((ihx/xc)

βl , ((i+1)hx/xc)
βl)ψ∞,u(ẑ), z̃ =

ẑ · xc
|ẑ|∞

.

We cover the range of z̃ by the intervals Γp,q(xc) (7.6) and apply the piecewise bound of Ci(x̂)
in Γp,q(xc) to bound Ci(z̃). Similarly, we derive the piecewise bound of (ψ∇u)τ (ẑ) for ẑ ∈ Γ(xc2)
(7.6). Since ẑ/2 ∈ Γ(xc2/2) = Γ(xc) and τ ẑ = (2τ) · ẑ/2, applying the above estimates, we yield

|(ψ∇u)(τ ẑ)| ≤ E1

∑

l≤N
τβl+bαCl(z̃)2

βlψ∞,u(ẑ).

Using the above estimate, we obtain the uniform bound for z = λẑ with |ẑ| = xc2 and λ ≥ λ∗
(7.32)

max
ẑ∈Γk,i(xc2),i

|(ψ∇u)(λẑ)|
|λẑ|1/2∞

≤ E1 max
ẑ∈Γk,i(xc2),i

∑

l≤N
λβl+bα−1/2 Cl(ẑ)

|xc2|1/2
ψ∞,u(ẑ)2

βl , E1 · Fha,k(λ).

From (7.29), it is easy to check that the power λβl+bα−1/2 and Fi(λ) are increasing in λ for
λ ≤ λ∗, α = 1 and decreasing in λ for λ ≥ λ∗, α = n. The functions Fha,k(λ) allow us to control
ψ∇u(z) for z2 ≥ z1 and z1 ≤ z2 uniformly in λ.
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7.4.3. The Hölder estimate with large distance. Now, we are in a position to perform C
1/2
x

estimate δ1(f, x, z) with large |x− z| relative to |x|. Denote f = ψ∇u. Firstly, using (7.31), we
can obtain piecewise bound of f(λẑ) for ẑ ∈ [0, xc3]

2\[0, xc2]2. Using the triangle inequality, we
can bound

δ1(f, λx̂, λẑ), |x̂|∞ = xc2, ẑ2 = x̂2, ẑ1 − x̂1 ≤ m3hx,

uniformly in λ, where m3 a parameter given in (7.6). Note that we have estimated δ1(f, λx̂, λẑ)
based on Hölder regularity of ω for |ẑ − x̂| ≤ µ|xc2| at the beginning of Section 7.4.2. In such a
case, we have two estimates and we will optimize them. These allow us to estimate δ1(f, x̂, ẑ)
with |x̂− ẑ| ≤ m3hx = xc3 − xc2.

Finally, we consider the case

(7.33) |ẑ − x̂| ≥ m3hx ≥ xc2 = |x̂|∞.

We consider the far-field estimate λ ≥ λ∗. The estimate in the near-field is similar. We
have two estimates. In the first estimate, (1) if x̂1 ≥ x̂2, we get ẑ1 ≥ x̂1 + m3hx > x̂2 = ẑ2;
(2) if x̂1 ≤ x̂2, we get ẑ1 ≥ x̂1 +m3hx. In case (l), we use (7.32) with Fha,l to bound fλ(x̂).
In both cases, we use maxs=1,2(Fha,s(λẑ) to bound f(λẑ). Using the triangle inequality and

|ẑ − x̂| ≥ |m3hx|1/2, we can bound δ1(f, x, z).
We have an improved estimate for x ∈ Qi1j1 , z ∈ Qi2j1 (7.3). Suppose that |x|∞ ≥ |x|∞,l, |z| ≥

|z|∞,l. We consider two scenarios (1) x1 ≥ x2, (2) x2 ≤ x1. In case (1), we get z1 ≥ x1 ≥ x2 = z2.
Suppose that

(7.34) |ẑ − x̂| = ẑ1 − x̂1 ≥ τx̂1.

From (7.33), we have τ & 1. For example, if x1 ∈ [yi, yi+1], z1 ∈ [yj , yj+1], j ≥ i+1 for the mesh

(7.3), we get ẑ1−x̂1

x̂1
≥ yj

yi+1
− 1. Using (7.32) and the fact that Fha,·(λ) is decreasing, we yield

δ1(f, λx̂, λẑ) ≤
Fha,l(

|x|∞,l
xc2

)|x|1/2∞ + Fha,l(
|z|∞,l
xc2

)|x|1/2∞

|x− z|1/2 ·E1

≤
(
Fha,1(

|x|∞,l

xc2
)(

x̂1
|ẑ − x̂| )

1/2 + Fha,1(
|z|∞,l

xc2
)(

ẑ1
|ẑ − x̂| )

1/2
)
E1.

From (7.34), we derive

x̂1
ẑ1 − x̂1

≤ τ−1, ẑ1 ≥ (1 + τ)x̂1, ẑ1 − x̂1 ≥ (1− 1

τ + 1
)ẑ1 =

τ

τ + 1
ẑ1,

ẑ1
ẑ1 − x̂1

≤ τ + 1

τ
,

and the upper bounds of x̂1

ẑ1−x̂1
, ẑ1
ẑ1−x̂1

are decreasing in τ . Combining the above two estimates,

we yield the estimate of δ1(f, x, z).
In case (2) x1 ≤ x2, since z1 ≥ x1 + xc3 − xc2 ≥ 2xc2 > x2 = z2, we get |z|∞ = z1 and

(7.35) δ1(f, λx̂, λẑ) ≤ E1 max
s=1,2

Fha,s(
|x|∞,l

xc2
)(

x̂2
|ẑ1 − x̂1|

)
1
2 + E1 max

s=1,2
Fha,s(

|z|∞,l

xc2
)(

ẑ1
|ẑ1 − x̂1|

)
1
2 .

We further bound the ratio. Suppose that x̂2/x̂1 ∈ [yl/xu, yu/xl]. Since x̂2 = |x̂| = xc2 and
m3hx ≥ x̂2 (7.33), we get

ẑ1
x̂2

≥ x̂1 +m3hx
x̂2

≥ xl
yu

+
m3hx
xc2

,
ẑ1
x̂1

≥ 1 +
m3hx
x̂1

≥ 1 + max(
m3hx
xc2

,
x̂2
x̂1

) ≥ 1 + max(
m3hx
xc2

,
yl
xu

).

Combining the above estimates and using

x̂2
|ẑ1 − x̂1|

=
x̂2/ẑ1

1− x̂1/ẑ1
,

ẑ1
|ẑ1 − x̂1|

=
1

1− x̂1/ẑ1
,

we obtain the bound for δ1(f, λx̂, λẑ). From the estimates of the above two cases, if |ẑ1 − x̂1| ≫
|x̂|∞, we have |δ1(f, x, z)| ≤ Cmaxs Fha,s(

|z|∞,l

xc2
) with C ≈ 1.
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Covering the large domain. Using the above Hölder estimate δ1(f, λx̂, λẑ) for x̂, ẑ uniformly
in λ and the covering argument in Section 7.4.1, we can obtain piecewise estimate

δ1(f, x, z), x ∈ Qi1j1 , z ∈ Qi2j1 , i1 ≤ i2 ≤ i1 +m,

on the mesh (7.3) for large max(i1, j1). For x ∈ Qi1j1 , z ∈ Qi2j1 , we can derive the upper and
lower bounds for xi, zi and can estimate the ratio ẑ1/x̂1 and x̂2/x̂1 used in the above estimates
(7.34),(7.35) for large |ẑ1 − x̂1|.
Infinite region. To estimate δ1(f, x, z) with |x|∞ ≥ R with sufficiently large R, we simply
apply the estimate in Section 7.4.2 for small distance |x̂ − ẑ|, the estimate above (7.33) for
|x̂ − ẑ| ≤ m3hx, and the first estimate below (7.33) for |x̂ − ẑ| ≥ m3hx. Since we do not have
upper bound for x, z, we do not apply the improved estimate in Section 7.4.3.

The C
1/2
y estimates for ∇u are completely similar.

Hölder estimate of u. The Hölder estimates of u are completely similar. From (7.18),(7.2),
and Section (7.2), we can obtain Hölder estimate of ψu,λũλ as follows

|ψu,λuλ(x̂)− ψu,λuλ(ẑ)|
|λx̂− λẑ|1/2 ≤ λcα−aα+1/2C(x̂, ẑ),

uniformly for λ ≤ λ∗, α = 1 or λ ≥ λ∗, α = n for |x̂|∞ = xc2, |x̂− ẑ| ≤ µxc2, see (7.17). We lose
a power λ1/2 due to (7.2). The power c1, cn are given in (7.7). In particular, we have

(7.36) c1 − a1 +
1

2
≥ −5

2
+

5

2
+

1

2
> 0, cn − an +

1

2
≤ −7

6
+

1

2
+

1

2
< 0.

In the near-field λ ≤ λ∗ or in the far-field λ ≥ λ∗, we have a uniform estimate λcα−aα+1/2 ≤
λ
cα−aα+1/2
∗ . For a large distance, we apply L∞ estimate similar to that in Section 7.4.3. We

can obtain a piecewise L∞ estimate similar to the estimate above (7.32) as follows

|(ψuu)(λẑ)| ≤ E1λ
cα−aα+1C(ẑ), ẑ ∈ [0, xc3]

2\[0, xc2]2,
and another estimate similar to (7.32). For u, since the kernel is locally integrable, we only have
one term related to ||ωϕ||∞ in the above bound. From the power law (7.36) and the scaling
relation (7.2), using the argument for the Hölder estimate of ∇u, we obtain Hölder estimate
δi(f, λx̂, λẑ) for large |x̂− ẑ| uniformly in λ.

7.5. Estimate using other norms. Similar to Section 6.3, we estimate uA, (∇u)A using an-
other combiniation of norms, e.g. ||ωϕ1,g]||∞, [ωψ1]C1/2

xi

. We use the estimates in previous

sections of Section 7 to obtain the estimates in the near-field and the far-field and bound dif-
ferent norms using the energy (6.14) or the direct estimate for the error (6.15). In addition to
the L∞ estimate mentioned in Section 6.3, we use ||εϕelli||∞, [εψ1]C1/2

xi

for the Hölder estimate

of uA(ε), (∇u)A(ε), where ε = ω̄− φ̄N , ε = ω̂− φ̂N is the error of solving the Poisson equations.
We use these estimates to control the nonlocal error.

8. Estimating the piecewise bounds of functions

In this appendix, we estimate ||f ||L∞(D) in the domain D = [a, b]× [c, d] given the grid point

values of f in D and the derivatives bound ||∂ix∂jyf ||L∞ . We want to obtain an error term as
small as possible without evaluating f on too many grid points and its high order derivatives,

which are expensive for some complicated function f , e.g. the residual error f = (∂t − L)Ŵ in
Section 3 in Part II [2]. Based on these L∞ estimates, we further develop the Hölder estimate in
Appendix E in Part II [2]. We use these estimates to verify the smallness of the residual error,

e.g. f = (∂t − L)Ŵ , in suitable energy norm.
We will develop three estimates based on the Newton polynomial, the Lagrangian interpo-

lating polynomial, and the Hermite interpolation. Each method has its own advantages. For
the Newton and the Lagrangian method, to obtain 4-th order error estimates, we only need to
evaluate 4× 4 grid point values of f .
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(a) For the Newton method, we have a sharp error bound with a much smaller constant than
that of the Lagrangian method.

(b) For the Lagrangian method, it is easier and more efficient to estimate the Lagrangian
interpolating polynomials for grid points (xi, yj) in a general position.

In some situation, we need to estimate both f and ∇f . We use grid point values f(xi, yj)
and ∇f(xi, yj) to build 4-th and 5-th order interpolating polynomials based on the Hermite
interpolation. The 4-th order error estimate is as sharp as the Newton method. Moreover,
in the 4-th order Newton or Lagrangian interpolation, we need f ∈ C4[x0, x3]. When f is
only piecewise smooth in [xi, xi+1], i ≤ 3, we cannot use these two methods. Instead, we
evaluate f(xi), f

′(xi) and construct the Hermite interpolation in each interval [xi, xi+1]. One
disadvantage is that the estimate of the interpolating polynomials is more complicated and takes
longer time in practice.

We do not pursue higher order error estimates since most of these estimates are applied to

estimate the residual errors, e.g. (∂t − L)Ŵ in Section 3 [2], which is only piecewise smooth,
and we do not use very small h in the whole computational domain.

8.1. Estimates based on the Newton polynomials. Given x0, x1, x2, .., xk, we first define
the divided differences recursively

f [x] = f(x), f [x, y] =
f(y)− f(x)

y − x
, f [xi, x1, .., xj+1] =

f [xi+1, xi+2, .., xj+1]− f(xi, xi+1, .., xj)

xj+1 − xi
.

8.1.1. The Newton polynomials in 1D. We first discuss how to bound f(x) in 1D. We consider
the domain [a, b] and denote

z0 = a, h = (b − a)/3, zi = z0 + ih.

Denote

(8.1)
D1,if = f(zi+1)− f(zi), i = 0, 1, 2, D2,if = D1,i+1f −D1,if, i = 0, 1,

D3f = D2,1f −D2,0f = f(z3)− 3f(z2) + 3f(z1)− f(z0).

Let {xi}3i=0 be a permutation of {zi}3i=0. We construct the Newton polynomial

(8.2)
P (x) = (f [x0] + f [x0, x1](x− x0)) + f [x0, x1, x2](x− x0)(x− x1)

+ f [x0, x1, x2, x3](x − x0)(x − x1)(x − x2) , l(x) + q(x) + c(x),

where l(x), q(x), c(x) denote the linear, quadratic, and the cubic parts, respectively. We re-
mark that the above Newton polynomial agrees with the Lagrangian polynomial interpolating
(zi, f(zi)).

By standard error analysis of the Newton interpolation, the error part R(x) can be bounded
as follows

(8.3) |f(x)− P (x)| ≤ 1

24
||∂4xf ||L∞[a,b] max

x∈[a,b]
|Π0≤i≤3(x − xi)| =

1

24
||∂4xf ||L∞[a,b]

(b − a)4

81
.

To obtain the last equality, using the definition of xi, zi, we write z = a+ th, t ∈ [0, 3] and get

(8.4) max
x∈[a,b]

|Π0≤i≤3(x − xi)| = max
z∈[a,b]

|Π0≤i≤3(z − zi)| = max
t∈[0,3]

h4|Π0≤i≤3(t− i)| ≤ h4,

where we have used (8.71) in Lemma 8.1 in the last inequality.
To bound f(x), given the derivative bound of f and the above estimate, we only need to

control P (x). We choose different permutation {xi}3i=0 of {zi}3i=0 for z in different part of [a, b]:

xi = zi, z ∈ [z0, z1], (x0, x1, x2, x3) = (z2, z1, z0, z3), z ∈ [z1, z2],

(x0, x1, x2, x3) = (z3, z2, z1, z0), z ∈ [z2, z3].

Let Iz be the interval with endpoints x0, x1. We have z ∈ Iz . Since l(x) in (8.2) is linear with

l(xi) = f(xi) and |(x− x0)(x − x1)| ≤ (x1−x0)
2

4 , we get

|l(z)| ≤ max(|f(x0)|, |f(x1)|), max
z∈Iz

|q(z)| ≤ |f [x0, x1, x2]|
(x1 − x0)

2

4
= |f [x0, x1, x2]|

h2

4
.
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Since x0, x1, x2 are three consecutive points with distance h and I , [min(x0, x1, x2),max(x0, x1, x2)]
covers z, we have

(8.5) max
z∈I

|(z − x0)(z − x1)(z − x2)| = max
z∈[0,2h]

|z(z − h)(z − 2h)| ≤ 2

3
√
3
h3,

where we have used (8.69) in Lemma 8.1 in the last inequality.
Next, we use (8.1) to simplify f [xi, xi+1, .., xj ]. For each case, a direct calculation yields

z ∈ [z0, z1] : |f [z0, z1, z2]| =
∣∣∣f [z2, z1]− f [z1, z0]

z2 − z0

∣∣∣ =
∣∣∣ 1

2h2
(D1,1f −D1,0f)

∣∣∣ = 1

2h2
|D2,0f |,

z ∈ [z1, z2] : |f(z2, z1, z0)| =
∣∣∣f [z0, z1]− f [z1, z2]

z0 − z2

∣∣∣ =
∣∣∣ 1

2h2
(D1,1f −D1,0f)

∣∣∣ = 1

2h2
|D2,0f |.

Similarly, for z ∈ [z2, z3], we get

|f(z3, z2, z1)| =
1

2h2
|D2,1f |.

A direct calculation yields |f [x0, x1, x2, x3]| = 1
6h3 |D3f | for any permutation {xi} of {zi}. Thus,

for c(x) (8.2), using (8.5) and the above estimate, we get

max
z∈[a,b]

|c(x)| ≤ 2

3
√
3
h3|f [x0, x1, x2, x3]| =

2

3
√
3
h3 · 1

6h3
|D3f | =

1

9
√
3
|D3f |.

Combining the above estimates, we obtain
(8.6)

|P (x)| ≤ max
(

max
i=0,1,2

|f(zi)|+c1|D2,0f |, max
i=1,2,3

|f(zi)|+c1|D2,1f |
)
+c2|D3f |, c1 =

1

8
, c2 =

1

9
√
3
.

8.1.2. A quadratic interpolation. We also need a cubic interpolation in the Hermite interpolation
in Section 8.4. Given x0 < x1 < x2 with x2 − x1 = x1 − x0 = h, we define

(8.7) N2(f, x0, x1, x2)(x) , f(x0) + f [x0, x1](x− x0) + f [x0, x1, x2](x− x0)(x− x1),

and construct P (x) = N2(f, x0, x1, x2)(x).
We have an error estimate similar to (8.3) for x ∈ [x0, x2], h = x1 − x0

(8.8)

|P (x)−f(x)| ≤ ||∂3xf ||L∞[x0,x2]

6
max

x∈[x0,x2]
|Πi=0,1,2(x−xi)| ≤

||∂3xf ||L∞[x0,x2]

6

2h3

3
√
3
=

||∂3xf ||L∞[x0,x2]h
3

9
√
3

,

where we have used (8.5) in the last inequality.
Using the same estimates in Section 8.1.1 for the linear part and quadratic part, we obtain

(8.9)
x ∈ [x0, x1] : |P (x)| ≤ max(|f(x0)|, |f(x1)|) +

1

8
|f(x0)− 2f(x1) + f(x2)|,

x ∈ [x0, x1] : |P (x)| ≤ max(|f(x0)|, |f(x1)|) +
1

8
|f(x0)− 2f(x1) + f(x2)|.

Note that using the notation (8.1), we have |D2,0f | = |f(x0)− 2f(x1) + f(x2)|.
8.1.3. Generalization to 2D. Denote

D = [a, b]× [c, d], xi = a+ ih1, yj = c+ jh2, h1 = (b − a)/3, h2 = (d− c)/3.

Suppose that f(xi, yj) and ||∂kx∂lf ||L∞ , k+ l ≤ 4 are given. Firstly, we treat y as a parameter
and interpolate f(x, y) in x. Denote

Di,1f(y) = f(xi+1, y)− f(xi, y), 0 ≤ i ≤ 2, Di,2f(y) = Di+1,1f(y)−Di,1f(y), 0 ≤ i ≤ 1,

D3f(y) = D2,1f(y)−D2,0f(y).

Applying (8.3), (8.6), we get

max
x∈[a,b]

|f(x, y)| ≤ max
(

max
i=0,1,2

|f(xi, y)|+ c1|D2,0f(y)|, max
i=1,2,3

|f(xi, y)|+ c1|D2,1f(y)|
)

+ c2|D3f(y)|+
1

24
h41||∂4xf ||L∞(D).
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Note that f(xi, y), Di,jf(y) are 1D functions in y and their grid point values on yj can
be obtained from f(xi, yj). We further apply (8.3),(8.6) to estimating ||g||L∞[c,d] with g =
f(xi, y), Di,jf(y). Maximizing the above estimate over y yields the bound for f .

8.2. Estimates based on the Lagrangian interpolation. If the grid points xi are not equi-
spaced, the estimates of the Newton polynomials can be more complicated. We develop another
estimate based on the Lagrangian interpolating polynomials. Although these two interpolating
polynomials on (xi, f(xi)) are equivalent, the Lagrangian formulation is easier to estimate.

Firstly, let pi(x), qj(y) be the Lagrange interpolating polynomials associated to the points
x1 < .. < xk ∈ [a, b], y1 < y2 < ... < yk ∈ [c, d]

(8.10) pi(x) = Πj 6=i
x− xj
xi − xj

, qi(y) = Πj 6=i
y − yj
yi − yj

.

For any (x, y) ∈ D, we consider the following decomposition by first interpolating f in x and
then in y
(8.11)

f(x, y) =
k∑

i=1

f(xi, y)pi(x) +R1(x, y) =
k∑

i=1

(
k∑

j=1

f(xi, yj)qj(y) +R2(xi, y))pi(x) +R1(x, y)

=

k∑

i,j=1

pi(x)qj(y)f(xi, yj) +
(∑

i

R2(xi, y)pi(x) +R1(x, y)
)
, I + II.

By standard error analysis of the Lagrange interpolation, the error part R1(x, y), R2(x, y) can
be bounded as follows

(8.12)

|R1(x, y)| ≤
1

k!
||∂kxf(x, y)||L∞(D) max

x∈[a,b]

∣∣∣Πki=1(x− xi)
∣∣∣,

|R2(xi, y)| ≤
1

k!
||∂ky f(x, y)||L∞(D) max

y∈[c,d]

∣∣∣Πki=1(y − yi)
∣∣∣.

Denote

(8.13) C1 = max
x∈[a,b]

k∑

i=1

|pi(x)|, aij = f(xi, yj).

Note that the value C1 only depends on the ratio xi+1−xi

b−a , i = 1, .., k, since from (8.10), we have

pi(x) = Πj 6=i
x− xj
xi − xj

= Πj 6=i
t− tj
ti − tj

, t =
x− a

b− a
, tj =

xj − a

b− a
.

We will choose the grid points with xi+1−xi

b−a = yi+1−yi
d−c so that we also haveC1 = maxy∈[c,d]

∑k
i=1 |qj(y)|.

See (8.17). We have the following trivial estimate for any cj

(8.14) |
∑

i

pi(x)ci| ≤
∑

i

|pi(x)|max |ci| ≤ C1 max |ci|, |
∑

j

qj(y)cj | ≤ C1 max |ci|.

Next, we estimate I. Since
∑

i pi(x) =
∑

j qj(y) = 1, we expect that I ≈ f(xi, yj) +

O(max(h1, h2)), where h1 = b − a, h2 = d − c. Thus, for some m to be chosen, we further
decompose it into the mean and the variation and apply (8.14) to obtain

|I| = |m+
k∑

i,j=1

pi(x)qj(y)(aij −m)| ≤ |m|+max
i,j

|aij −m|
∑

i

|pi(x)|
∑

j

|qj(y)|

= |m|+ C2
1 max

i,j
|aij −m|.

We use the following trivial equality for b1, b2, .., bn

(8.15) max
i

|bi − b| = 1

2
(max bi −min bi), b =

1

2
(max

i
bi +min

i
bi),

which can be proved by ordering bi. Thus, we optimize the estimate of I by choosing m =
1
2 (maxi,j aij +mini,j aij).
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We can obtain a sharper estimate as follows

(8.16)

|I| =
∣∣∣
∑

j

qj(y)
(
āj +

∑

i

pi(x)(aij − āj)
)∣∣∣ =

∣∣∣
∑

j

qj(y)(āj + Sj(x))
∣∣∣

≤ |ā|+ |
∑

j

qj(y)(āj − ā)|+ |
∑

j

qj(y)Sj(x)|, Sj(x) =
∑

i

pi(x)(aij − āj).

For a fixed j, we choose

āj =
maxi aij +mini aij

2
, ā =

maxj āj +minj āj
2

.

Applying (8.14), (8.15), and the definition of Sj(x) in (8.16), we yield

|
∑

j

qj(y)Sj(x)| ≤ C1 ·max
j

|Sj(x)|, |Sj(x)| ≤ C1 max
i

|aij − āj | =
C1

2
|max

i
aij −min

i
aij |.

Similarly, we have
∣∣∣
∑

j

qj(x)(āj − ā)
∣∣∣ ≤ C1 max

j
|āj − ā| = C1

2
(max

j
āj −min

j
āj).

Combining two parts, we yield an improved estimate for |I|

|I| ≤ 1

2
|max

j
āj +min

j
āj |+

C1

2
(max

j
āj −min

j
āj) +

C2
1

2
max
j

|max
i
aij −min

i
aij |.

The above estimate is better if aij = f(xi, yj) is smooth in x. Similarly, we can first sum over
pi(x) and then sum over qj(y) in (8.16) to obtain another improved estimate.

We apply the above method to the fourth and third order estimate of f on [a, b]× [c, d]. We
choose

(x1, x2, x3, x4) = (a, a+
1

3
h1, a+

2

3
h1, b), (y1, y2, y3, y4) = (c, c+

1

3
h2, c+

2

3
h2, d),

for the fourth order estimate, and

(8.17) (x1, x2, x3) = (a+
h1
32
, a+

h1
2
, a+

31

32
h1), (y1, y2, y3) = (c+

h2
32
, c+

h2
2
, c+

31

32
h2),

for the third order estimate, where h1 = b− a, h2 = d − c. To estimate the constant C1 (8.13)
in each case, since the interpolation polynomial pi(x) (8.10) has degree at most 3 and C1 only

depends on the ratio xi+1−xi

b−a , we can first assume I = [a, b] = [0, 3] or [0, 1] and partition I into

N small sub-intervals Ij with |Ij | = |I|/N . Then we estimate the piecewise bound of pi(x) in
Ij using (8.6) and then

∑ |pj | using the triangle inequality. We get

C
(4)
1 ≤ 1.635, C

(3)
2 ≤ 1.276

for the fourth order and third order case, respectively. To estimate the 3rd order error term in
(8.12), we use (8.6) again to estimate the third order polynomial p(t) below and yield

max
x∈[a,b]

Π3
i=1|x− xi| = h31 max

t∈[0,1]
|p(t)| = C3h

3
1, max

x∈[a,b]
Π3
i=1|y − yi| = C3h

3
2, p(t) = (t− 1

32
)(t− 1

2
)(t− 31

32
),

C
(3)
3 ≤ 0.0397.

For the fourth order error term, since {xi} are equi-spacing, following (8.4), we get

max
x∈[a,b]

4∏

i=1

|x− xi| = (
h1
3
)4 max
t∈[0,3]

|t(t− 1)(t− 2)(t− 3)| ≤ (
h1
3
)4.

Using (8.12), (8.14), and the above estimate, for the 3rd order estimate, we get

|II| ≤ C
(3)
2 max

i
||R2(xi, y)||L∞ + ||R1||L∞ ≤ 1

6
· C(3)

3 (C
(3)
2 ||∂3yf ||L∞(D)h

3
2 + ||∂3xf ||L∞(D)h

3
1).
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We can also first interpolate f in y and then in x (8.11) to obtain another form of II. Similar
estimates yield

|II| ≤ 1

6
· C(3)

3 (C
(3)
2 ||∂3xf ||L∞(D)h

3
1 + ||∂3yf ||L∞(D)h

3
2).

We minimize the above two estimates to bound II. Similar arguments apply to the fourth order
estimate.

8.3. Hermite interpolation in 1D. We first discuss the Hermite interpolation in 1D, and
then generalize it to 2D. Consider x0 < x1 < x2 with x2 − x1 = x1 − x0. Denote by pi, qi the
cubic polynomials such that

pi(xi) = 1, pi(x1−i) = 0, i = 0, 1, p′i(xj) = 0, j = 0, 1,

q′i(xi) = 1, q′i(x1−i) = 0, i = 0, 1, qi(xj) = 0, j = 0, 1,

and

(8.18) li = f(xi), mi = hf ′(xi), h = x1 − x0.

We consider the 4− th and 5− th order Hermite interpolations for f

(8.19)

H4(f, x0, x1)(x) =
∑

i=0,1

(f(xi)pi(x) + f ′(xi)qi(x)),

H5(f, x0, x1, x2)(x) = H4(x) + (f(x2)−H4(x2))
(x− x0)

2(x− x1)
2

(x2 − x0)2(x2 − x1)2
.

For simplicity, we drop the dependence of f, xi. Note that the coefficients of the polynomials
pi, qi depend on x0, x1, x2 only. It is easy to see that

H4(xi) = H5(xi) = f(xi), H ′
4(xi) = H ′

5(xi) = f ′(xi), i = 0, 1, H5(x2) = f(x2).

8.3.1. Estimates of the interpolation error. For [x0, x2], we have the standard error estimate

(8.20) |f(x)−H4(x)| ≤
1

24
||∂4xf ||L∞([x0,x2])(x− x0)

2(x− x1)
2, x ∈ [x0, x2].

For x ∈ [x0, x1], we have the following error estimates with further simplifications
(8.21)

|f(x)−H4(x)| ≤
1

24
||∂4xf ||L∞([x0,x1])(x− x0)

2(x− x1)
2 ≤ h4

384
||∂4xf ||L∞([x0,x1]),

|f(x)−H5(x)| ≤
||∂5xf ||L∞([x0,x2])

120
|(x− x0)

2(x− x1)
2(x− x2)| ≤

h5

1200
||∂5xf ||L∞([x0,x2]),

where we have used (8.67), (8.72) in Lemma 8.1 in the last inequality. The proof of the first
inequality is standard and easier. We consider the second estimate. For any t ∈ [x0, x2], denote

Rt(x) = f(x)−H5(x)− (f(t)−H5(t))
(x − x0)

2(x− x1)
2(x− x2)

(t− x0)2(t− x1)2(t− x2)
.

Clearly, we have Rt(xi) = 0, i = 0, 1, 2, R′
t(xi) = 0, i = 0, 1, Rt(t) = 0. Thus, Rt has 6 zeros.

For f ∈ C4,1, applying the Rolle’s theorem repeatedly up to ∂4xf , we yield ξ1 6= ξ2 ∈ (x0, x2)
with

0 = ∂4xf(ξi)− C1 −
(f(t)−H5(t))(120ξi − C2)

(t− x0)2(t− x1)2(t− x2)
,

where we have used ∂4xH5(x) = C1, ∂
4
x(x − x0)

2(x − x1)
2(x − x2) = 120x− C2. Rewritting the

above identities and computing the difference, we obtain

|f(t)−H5(t)| =
∣∣∣∂

4
xf(ξ2)− ∂4xf(ξ1)

120(ξ2 − ξ1)
(t−x0)2(t−x1)2(t−x2)

∣∣∣ ≤
||∂5xf ||L∞[x0,x2]

120

∣∣∣(t−x0)2(t−x1)2(t−x2)
∣∣∣.

Since t is arbitrary, this proves the second estimate in (8.21). The first estimate can be proved
similarly. Next, we estimate the interpolating polynomials H4, H5.

We should compare the first estimate (8.21) with (8.3). In (8.3), x1 − x0 = b−a
3 = h and the

upper bound is 1
24 ||∂4xf ||∞h4. In (8.21), for x ∈ [x0, x1], using |(x− x0)(x− x1)| ≤ (x1−x0)

2

4 , we

obtain an extra small factor 1
16 . This is one of the main advantages of the Hermite interpolation.



56 JIAJIE CHEN AND THOMAS Y. HOU

8.3.2. Estimate H4, H5. We consider x ∈ [x0, x1]. Recall li,mi from (8.18). We have

(8.22)

G4(t) , H4(x0 + th) = H4(x), t =
x− x0
h

,

G4(t) =
(
l0(1 − t) + l1t

)
+
(
t2(t− 1)(m1 − (l1 − l0)) + (t− 1)2t(m0 − (l1 − l0))

)

, I(t) + II(t).

To show that G4 defined via the first identity has the second expression, we only need to
verify that the expression satisfies G4(i) = li = f(xi), ∂tG4(i) = mi = hf ′(xi), i = 0, 1, which is
obvious. Then both expressions are Hermite polynomials interpolating (xi, f(xi)), (xi, f

′(xi)),
and thus they must be the same. To estimate H4(x) on [x0, x1], we only need to estimate G4(t)
on [0, 1]. The estimate of the linear part is trivial

|I(t)| = |l0(1− t) + l1t| ≤ max(|l0|, |l1|).
The second part II is treated as error and we want to obtain a sharp constant. Denote

(8.23) M1 = max(|m1 −m0|, |m1 − (l1 − l0)|, |m0 − (l1 − l0)|).
For 0 ≤ t ≤ 1

2 , using t(t− 1)2 ≤ 4
27 (8.70), we have

II(t) = t(t− 1)(t(m1 − (l1 − l0)) + (t− 1)(m0 − (l1 − l0))

= t(t− 1)(t(m1 −m0) + (2t− 1)(m0 − (l1 − l0))),

|II(t) ≤M1|t(t− 1)|(t+ |1− 2t|) =M1t(1− t)2 ≤ 4

27
M1.

Similarly, for t ∈ [1/2, 1], writing m0 − (l1 − l0) = m0 −m1 + (m1 − (l1 − l0)), we get

II(t) = t(t− 1)((t− 1)(m0 −m1) + (2t− 1)(m1 − (l1 − l0))),

|II(t)| ≤ |t(t− 1)|(|t− 1|+ |2t− 1|)M1 = t(1 − t)(1− t+ 2t− 1)M1 = t2(1− t)M1 ≤ 4

27
M1.

To obtain the last inequality, we apply (8.70) with s = 1− t. Therefore, we prove

(8.24) |H4(x)| = |G4(t)| ≤ max(|l0|, |l1|) +
4

27
max(|m1 −m0|, |m1 − (l1 − l0)|, |m0 − (l1 − l0)|).

For H5, we estimate the extra term in (8.19). Since x2 − x1 = x1 − x0 = h, we have

H4(x2) = G4(2) = −l0+2l1+4(m1− (l1− l0))+2(m0− (l1− l0)) = l0+2m0+4(m1− (l1− l0)).
Since x = x0 + th ∈ [x0, x1], we have t ∈ [0, 1], |t(1− t)| ≤ 1

4 ,

(8.25)
(x− x0)

2(x − x1)
2

(x2 − x0)2(x1 − x0)2
=
t2(t− 1)2

4
≤ 1

64
.

We obtain

(8.26) max
x∈[x0,x1]

|H5| ≤ max
x∈[x0,x1]

|H4(x)| +
1

64
|f(x2)−H4(x2)|.

8.3.3. Estimate derivatives in 1D. In this subsection, we discuss how to estimate ∂f(x) with
fourth order error term using the Hermite interpolation ∂H5(x). We consider ∂x without loss of
generality. Firstly, since f(x)−H5(x) has five zeros: two zeros at x0, two zeros at x1, and one
zero at x2, we know that ∂x(f(x) −H5(x)) has four zeros: x0 < ξ < x1 < η. Using the Rolle’s
theorem and an argument similar to that in Section 8.3.1, we get

|∂x(f(x)−H5(x))| ≤
1

24
||∂5xf ||L∞[x0,x2]|(x− x0)(x − x1)(x − ξ)(x− η)|.

Next, for x ∈ [x0, x1], we simplify the upper bound. Clearly, we have |x−ξ| ≤ max(|x−x0|, |x1−
x|), |x − η| = η − x ≤ x2 − x. We yield

p(x) , |(x− x0)(x − x1)(x− ξ)(x − η) ≤ |(x− x0)(x− x1)(x − x2)|max(|x− x0|, |x− x1|)
= h4|t(1− t)(2− t)|max(|1− t|, t) , h4q(t), t = (x− x0)h

−1.
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If t ≤ 1
2 , we denote s = (1 − t)2 ∈ [0, 1] and get

q(t) = t(1− t)2(2 − t) = (2t− t2)s = (1− s)s ≤ 1

4
.

If t ∈ [1/2, 1], we get

q(t) = t(1− t) · t(2− t) ≤ 1

4
· 1 =

1

4
.

Thus, for x ∈ [x0, x1], we prove the error estimate

(8.27) |∂x(f(x)−H5(x))| ≤
h4

96
||∂5xf ||L∞[x0,x2].

Next, we estimate ∂xH5. Recall t =
x−x0

h . Using (8.19) and the chain rule, we get

(8.28)
H5(x) = H4(x) + (f(x2)−H4(x2))

t2(t− 1)2

4
= G4(t) + (f(x2)−H4(x2))

t2(t− 1)2

4
,

∂xH5(x) =
1

h
(∂tG4(t) + (f(x2)−H4(x2))∂t

t2(t− 1)2

4
) ,

1

h
(I(t) + II(t)).

We estimate two parts separately. Using (8.22), we get

(8.29) I(t) , ∂tG4 = (l1 − l0) + (3t2 − 2t)(m1 − (l1 − l0)) + (3t2 − 4t+ 1)(m0 − (l1 − l0)).

Note that l1 − l0,m1,m0 are approximations of hf ′(x) and have cancellations. We discuss
different t ∈ [0, 1] to exploit the cancellations.

Denote a ∨ b = max(a, b). If t ≤ 1
3 , we get

I(t) = (4t− 3t2)(l1 − l0) + (3t2 − 4t+ 1)m0 + (2t− 3t2)(l1 − l0 −m1).

The first two terms are the main terms, and the last term is the error term. Since t ≤ 1
3 , we get

4t− 3t2 > 0, 3t2 − 4t+ 1 = (1− 3t)(1− t) ≥ 0, 0 ≤ 2t− 3t2 = 3t(
2

3
− t) ≤ 1

3
,

where the last inequality is equivalent to 3(t− 1
3 )

2 ≥ 0. It follows

(8.30) |I(t)| ≤ (|l1−l0|∨m0)·(4t−3t2+3t2−4t+1)+
1

3
|l1−l0−m1| = |l1−l0|∨m0+

1

3
|l1−l0−m1|.

The estimate of t ∈ [2/3, 1] is similar by swapping t and 1− t, m0 and m1, p0 and p1. We get

(8.31) |I(t)| ≤ |l1 − l0| ∨m1 +
1

3
|l1 − l0 −m0|.

For t ∈ [1/3, 2/3], we rewrite I(t) (8.29) as follows

I(t) = l1 − l0 + (4t− 3t2 − 1)(l1 − l0 −m0) + (2t− 3t2)(l1 − l0 −m1).

Since t ∈ [1/3, 2/3], we get

4t− 3t2 − 1 = (3t− 1)(1− t) ≥ 0, 2t− 3t2 = t(2− 3t) ≥ 0,

0 ≤ 4t− 3t2 − 1 + 2t− 3t2 = 6t− 6t2 − 1 = 6t(1− t)− 1 ≤ 6 · 1
4
− 1 =

3

2
− 1 ≤ 1

2
.

Thus, we obtain

(8.32) I(t) ≤ |l1 − l0|+
1

2
(|l1 − l0 −m0| ∨ |l1 − l0 −m1|).

Combining three cases (8.30)-(8.32), we obtain the bound for ∂tG4

(8.33)
1

h
|∂tG4| ≤ max

(
max
i=0,1

(|l1− l0|∨mi+
1

3
|l1− l0−m1−i|, |l1− l0|+

1

2
(|l1− l0−m0|∨|l1− l0−m1|)

)
.

For the second term in (8.28), using (8.69) with 2t ∈ [0, 2] (we consider x ∈ [x0, x1]), we get

(8.34) ∂t
t2(t− 1)2

4
= t(t−1)(t− 1

2
), |t(t−1)(t− 1

2
)| = 1

8
|2t(1−2t)(2−2t)| ≤ 1

8
· 2

3
√
3
≤ 1

12
√
3
,
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which implies

(8.35)
∣∣∣1
h
II(t)

∣∣∣ ≤ 1

12
√
3h

|f(x2)−H4(x2)|.

Combining the estimates (8.30)-(8.35), we obtain the estimate for ∂xH5.

8.3.4. A 4-th order interpolation in 1D. We will also use a 4-th order interpolation H4(x) to
approximate f and ∂xf . Below, we restrict the derivation to x ∈ [x0, x1]. We have estimated
f −H4 in (8.21) and H4 in (8.24). For the derivatives, we have

∂xf = ∂x(f −H4) + ∂xH4 = ∂x(f −H4) +
1

h
∂tG4 , II1 + II2.

We have estimated II2 = ∂tG4 in (8.29) and (8.33). For II1, following the argument at the
beginning of Section 8.3.3 and (8.35) and using Rolle’s theorem, we get

|∂x(f(x)−H4(x))| ≤
1

6
||∂4xf ||L∞[x0,x1]|(x− x0)(x − x1)(x− ξ(x))| , 1

6
||∂4xf ||L∞[x0,x1]Q(x),

for some ξ(x) ∈ [x0, x1]. Without loss of generality, we assume that x ≤ x0+x1

2 . Using h =
x1 − x0, |x− ξ(x)| ≤ max(x1 − x, x − x0) = x1 − x, x = x0 + t · h, and (8.70), we get

(8.36)
Q(x) ≤ (x− x0)(x1 − x)2 = h3t(1− t)2 ≤ 4

27
h3,

|∂x(f(x) −H4(x))| ≤
4

27
· 1
6
h3||∂4xf ||L∞[x0,x1] =

2h3

81
||∂4xf ||L∞[x0,x1].

8.4. Hermite interpolation in 2D. The estimate in 2D is more involved. Consider

x0 < x1 < x2, y0 < y1 < y2, x2 − x1 = x1 − x0, y2 − y1 = y1 − y0.

The domain D can be decomposed into 4 blocks with size h1 × h2. For the 5-th order interpola-
tion, we interpolate f in (x, y) ∈ [x0, x1]× [y0, y1] without loss of generality. For the 4-th order
interpolation, we only need the value of f in 1 block [x0, x1]× [y0, y1]. Denote

(8.37)
D = [x0, x2]× [y0, y2], h1 = x1 − x0, h2 = y1 − y0,

t = (x − x0)h
−1
1 , s = (y − y0)h

−1
2 .

8.4.1. Estimate the L∞ norm. We first consider the estimate of ||f ||L∞ . We treat y as a param-
eter and use (8.19) to construct the 4-th and 5-th order interpolations in x: H4(x, y), H5(x, y).
Using the formula in (8.22), we have

(8.38)

G5(t, s) , H5(x, y) = H4(x, y) + (f(x2, y)−H4(x2, y))
t2(t− 1)2

4
,

H4(x, y) = f(x0, y)(1− t) + f(x1, y)t+ t2(t− 1)(hf ′(x1, y)− (f(x1, y)− f(x0, y)))

+ (t− 1)2t(hf ′(x0, y)− (f(x1, y)− f(x0, y))).

Using (8.21), we have the error bound in x

(8.39) |H5(x, y)− f(x, y)| ≤ 1

1200
||∂5xf ||L∞(D)h

5
1.

We need to further interpolate G5(t, s), H5(x, y) in the y direction. To achieve the overall 5-th
order error, we do not need to apply a high order interpolation to each coefficient. For the linear
term, we apply the 5-th order Hermite interpolation to f(xi, y) in y using f(xi, yj), j = 0, 1, 2

and ∂yf(xi, yj), j = 0, 1 for i = 0, 1 and denote it by A
(5)
i (y), i.e.

(8.40) A
(5)
i (y) = H5(f(xi, ·), y0, y1, y2)(y)

using the notation in (8.19). Applying (8.21), we have the error bound in y

(8.41) |f(xi, y)−A
(5)
i (y)| ≤ 1

1200
||∂5yf ||L∞(D)h

5
2.

Denote

(8.42) Mi(y) , hf ′(xi, y)− (f(x1, y)− f(x0, y)).
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ForMi(y), i = 1, 2, it is of order h21. Thus, we apply the cubic interpolation in Section 8.1.2 to
these functions in the y direction on grids y0, y1, y2 and denote it by Qi(y). Using the notation
(8.7), we have

(8.43) Qi(y) = N2(Mi, y0, y1, y2)(y).

Applying (8.8), we have the error bound

(8.44) |Mi(y)−Qi(y)| ≤
h32
9
√
3
||∂3yMi(y))||L∞([y0,y2]) ≤

h32h
2
1

18
√
3
||∂2x∂3yf ||L∞(D),

where we have used the following estimate with c = a, b, g = ∂3yf(·, y) in the last inequality
(8.45)
∣∣∣(b−a)g′(c)−(g(b)−g(a))

∣∣∣ =
∣∣∣
∫ b

a

g′(c)−g′(s)ds
∣∣∣ ≤ ||g′′||L∞[a,b]

∫ b

a

|c−s|ds = (b− a)2

2
||g′′||L∞[a,b].

The last term f(x2, y) −H4(x2, y) is already very small and of order h41. From (8.38), since
∂y commutes with t = (x− x0)h

−1 and ∂x, for a fixed y, ∂yH4(x, y) is the Hermite polynomials
for ∂yf(x, y) in x. We use the first order estimate in y and then (8.20) with ∂yf and x = x2 to
obtain

(8.46)

|f(x2, y)−H4(x2, y)| ≤ max
j=0,1

|f(x2, yj)−H4(x2, yj)|+
h2
2
|∂y(f(x2, y)−H4(x2, y))|

≤ max
j=0,1

|f(x2, yj)−H4(x2, yj)|+
h2h

4
1

2 · 6 ||∂y∂4xf ||L∞(D),

where we have used x2 − x0 = 2h1, x1 − x0 = h1,
(x2−x0)

2(x1−x0)
2

24 =
4h2

1·h2
1

24 =
h4
1

6 in (8.20).

Estimate the 2D interpolating polynomials for f . We obtain the 2D interpolating poly-
nomials in (x, y) ∈ [x0, x1]× [y0, y1] for H4(x, y) as follows
(8.47)

P5(x, y) =
(
A

(5)
0 (y)(1− t) +A

(5)
1 (y)t

)
+
(
t2(t− 1)Q1(y) + t(t− 1)2Q0(y)

)
= I(t, y) + II(t, y).

We restrict t ∈ [0, 1], x ∈ [x0, x1], y ∈ [y0, y1]. Applying (8.39) for H5 − f , (8.46) for H4 −H5

in (8.38), (8.41)-(8.44) for H4 − P5, t+ (1− t) = 1, we have the following error bound
(8.48)
|P5(x, y)− f(x, y)| ≤ |H4(x, y)−H5(x, y)| + |H5(x, y)− f(x, y)|+ |H4(x, y)− P5(x, y)|,

|H4 −H5| ≤
1

64
|f(x2, y)−H4(x2, y)| ≤

1

64
max
j=0,1

|f(x2, yj)−H4(x2, yj)|+
h2h

4
1

768
||∂y∂4xf ||L∞(D),

|H5 − f |+ |H4 − P5| ≤
1

72
√
3
h21h

3
2||∂2x∂3yf ||L∞(D) +

1

1200
(h51||∂5xf ||L∞(D) + h52||∂5yf ||L∞(D)),

where the constant 1
64 in H4 −H5 is from (8.25), 1

768 comes from (8.46) and 1
768 = 1

64 · 1
16 ,

1
72

√
3

from 1
18

√
3
(t2|t − 1|+ (t − 1)2t) = 1

18
√
3
(1 − t)t ≤ 1

72
√
3
(8.44) . To estimate P5(x, y) (8.47), we

use estimates similar to (8.24). The estimate of the linear part is trivial

(8.49) |I(t, y)| ≤ max
i=0,1

||A(5)
i (y)||L∞[y0,y1], y ∈ [y0, y1].

Since Ai(y) (8.40) is the Hermite polynomial in y , we can use the method in Section 8.3 to
estimate it. For II, following the derivations between (8.23) to (8.24) and by considering two
cases: t ≤ 1

2 and t > 1
2 , we obtain

(8.50) |II(t, y)| ≤ 4

27
max(|Q1(y)−Q0(y)|, |Q1(y)|, |Q0(y)|).

Since Qi, Q1 −Q0 are quadratic interpolating polynomials of Mi,M1 −M0 (8.42) on y0, y1, y2,
we can use (8.9) to estimate the L∞[y0, y1] norm.
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8.4.2. Estimates of the ∂f(x, y) in 2D. Now, we consider how to estimate ∂f(x, y) using the
Hermite interpolation. We consider ∂x without loss of generality. Recall the notation (8.37). We
first fix y as a parameter and interpolate f(x, y) in x using the same method as (8.38). Using
the error estimate (8.27), we yield

(8.51) |∂x(f(x, y)−H5(x, y))| ≤
h41
96

||∂5xf ||L∞(D).

Using the computation (8.28), (8.29), (8.34) in Section 8.3.3 and the notation (8.18) formi, li,
we have

(8.52)

h1∂xH5(x, y) = h1∂xH4(x, y) + (f(x2, y)−H4(x2, y))t(t− 1)(t− 1

2
),

h1∂xH4(x, y) = f(x1, y)− f(x0, y) + (3t2 − 2t)(hf ′(x1, y)− (f(x1, y)− f(x0, y)))

+ (3t2 − 4t+ 1)(hf ′(x0, y)− (f(x1, y)− f(x0, y)))

= f(x0, y)− f(x1, y) + (3t2 − 2t)M1(y) + (3t2 − 4t+ 1)(M0(y),

where t = x−x0

h1
(8.37), and we have used Mi (8.42) to simplify the presentation.

Next, we interpolate the above functions in y. We want to achieve an overall 4-th order
approximation for ∂xH4(x, y). For f(x1, y)−f(x0, y), we use the 4-th order Hermite interpolation
in y based on the grid point values f(x1, yj) − f(x0, yj), ∂y(f(x1, yj) − f(x0, yj)), j = 0, 1 and
denote it as B(y), i.e.

(8.53) B(y) , H4(f(x1, ·)− f(x0, ·), y0, y1),
using the notation (8.19). By (8.21), we have the error estimate
(8.54)∣∣∣B(y)

h1
− f(x1, y)− f(x0, y)

h1

∣∣∣ ≤ h42
384

∣∣∣
∣∣∣∂4y

f(x1, y)− f(x0, y)

h1

∣∣∣
∣∣∣
L∞([y0,y1])

≤ h42
384

∣∣∣
∣∣∣∂4y∂xf

∣∣∣
∣∣∣
L∞(D)

.

For Mi, we apply the same quadratic interpolation Qi in y (8.43). Using the error bound
(8.44) and (8.68) in Lemma 8.1, we obtain

h−1
1

∣∣∣(3t2 − 2t)M1(y) + (3t2 − 4t+ 1)M0(y)− (3t2 − 2t)Q1(y)− (3t2 − 4t+ 1)Q0(y)
∣∣∣

≤h−1
1 (|3t2 − 2t|+ |3t2 − 4t+ 1|) max

i=1,2
|Qi −Mi| ≤

h32h1

18
√
3
||∂2x∂3yf ||L∞(D).

For f(x2, y)−H4(x2, y), we use the same estimate (8.46), which along with (8.34) implies

(8.55)

1

h1

∣∣∣(f(x2, y)−H4(x2, y))t(t− 1)(t− 1

2
)
∣∣∣ ≤ 1

12
√
3h1

max
j=0,1

|f(x2, yj)−H4(x2, yj)|

+
h2h

3
1

12 · 12
√
3
||∂y∂4xf ||L∞(D).

Estimate the 2D interpolating polynomials for ∂xf . Now, we use (8.53), (8.43) to con-
struct the interpolating polynomials for h1∂xH4

(8.56) S4(x, y) = B(y) + (3t2 − 2t)Q1(y) + (3t2 − 4t+ 1)Q0(y).

Combining the estimate (8.54) and using the triangle inequality, we can estimate the error
1
h1
S4(x, y)− f(x, y).

It remains to estimate S4(x, y). We further decompose the above approximation as the linear
part and the nonlinear part in y. The linear part in y is the main term, and we want to obtain
a sharper estimate. Since B is the 4− th order Hermite interpolation in y (8.53), we can apply
the decomposition (8.22) into the linear and the nonlinear parts to B. Since Qi is the quadratic
interpolation of Mi (8.42), (8.43), we can apply the decomposition (8.7) into the linear and the
quadratic terms to Qi

(8.57) S4 = Slin + Snlin, Sσ(t, y) , Bσ(y) + (3t2 − 2t)Q1,σ(y) + (3t2 − 4t+ 1)Q0,σ(y),

where σ ∈ {lin, nlin}, flin, fnlin denote the linear part and nonlinear part in y, respectively.
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Since Slin is linear in y and B(yj) = f(x1, yj) − f(x0, yj), Qi(yj) = Mi(yj) for j = 0, 1 (the
interpolating polynomials agree with the functions on the grid points), we get

(8.58)

|Slin(t, y)| ≤ max
i=0,1

∣∣∣Blin(yi) + (3t2 − 2t)Q1,lin(yi) + (3t2 − 4t+ 1)Q0,lin(yi)
∣∣∣,

= max
i=0,1

∣∣∣f(x1, yi)− f(x0, yi) + (3t2 − 2t)M1(yi) + (3t2 − 4t+ 1)M0(yi)
∣∣∣.

Recall the definition of Mi in (8.42). The polynomials inside | · | is the 1D polynomial in t with
the same form as I(t) (8.29). We estimate it using (8.33), (8.35) and following Section 8.3.3.

For the nonlinear part, we have

(8.59) Snlin = Bnlin(y) + (3t2 − 2t)Q1,nlin(y) + (3t2 − 4t+ 1)Q0,nlin(y),

we recall the definition of B (8.53) and Q (8.43). The estimate of Bnlin follows the method of
estimating II(t) in (8.22), (8.24) with li,mi replaced by

l̃i = f(x1, yi)− f(x0, yi), m̃i = h2∂y(f(x1, yi)− f(x0, yi)),

which gives

(8.60) |Bnlin(y)| ≤
4

27
max(|m̃0, m̃1|, |m̃0 − (l̃1 − l̃0)|, |m̃1 − (l̃1 − l̃0)|).

The estimate of the Qnlin follows that in (8.9) and Section 8.1.2, which gives

|Qi,nlin| ≤
1

8
|Mi(y0)− 2Mi(y1) +Mi(y2)|.

Using (8.68) in Lemma 8.1, for t ∈ [0, 1], we prove

|(3t2 − 2t)Q1,nlin(y) + (3t2 − 4t+ 1)Q0,nlin(y)|

≤(|3t2 − 2t|+ |3t2 − 4t+ 1|) max
i=0,1

|Qi,nlin(y)| ≤
1

8
max
i=0,1

|Mi(y0)− 2Mi(y1) +Mi(y2)|.

Thus, we yield the estimate of Snlin. Combining the above estimates of Slin and Snlin and using
(8.57), we obtain the estimate of S4. We remark that one needs to further divide the above
bounds by 1

h1
to get the bound for S4

h1
.

8.4.3. The fourth order estimate. Denote D = [x0, x1] × [y0, y1]. We only need the value of f
in D. The above method interpolates f(x, y) with a fifth order error estimate. We also use a
simpler fourth order method to estimate f(x, y). Recall the interpolation polynomials H4 and
Mi in x defined in (8.38), (8.42). We consider the following interpolation for f(x, y)

(8.61) P4(x, y) =
(
A

(4)
0 (y)(1−t)+A(4)

1 (y)t
)
+
(
t2(t−1)l1(y)+t(t−1)2l0(y)

)
= I(t, y)+II(t, y),

similar to (8.47), where li is a linear interpolation of Mi in y, A(4) is the 4-th order Hermite
interpolation (8.19) of f(xi, y) in y using f(xi, yj), j = 0, 1 and ∂yf(xi, yj), j = 0, 1 for i = 0, 1

(8.62) A
(4)
i (y) = H4(f(xi, ·), y0, y1)(y).

For a fixed t, applying the linear interpolation error bound for Mi − li and (8.45), we yield

(8.63) |li −Mi| ≤
h22
8
||∂yyMi||L∞(D) ≤

h22h
2
1

16
||∂2x∂2yf ||L∞(D), i = 1, 2,

which along with (8.21) for interpolation error A
(4)
i − f(xi, y) in y, t(1− t) ≤ 1

4 implies

|H4−P4| ≤
h42
384

||∂4yf ||L∞(D)+(|t2(t−1)|+|t(1−t)2|)max
i

(|li−Mi|) ≤
h42
384

||∂4yf ||L∞(D)+
h21h

2
2

64
||∂2x∂2yf ||L∞(D).

Applying (8.21) for the interpolation error H4 − f in x, we obtain

|P4−f | ≤ |H4−f |+|H4(x, y)−P4(x, y)| ≤
1

384
(h41||∂4xf ||L∞(D)+h

4
2||∂4yf ||L∞(D))+

h21h
2
2

64
||∂2x∂2yf ||L∞(D).

To estimate P4, we follow the estimates (8.49) and (8.50)

|I(y)| ≤ max
i=0,1

|A(4)
i (y)|L∞[y0,y1], |II(y)| ≤ 4

27
max(|l1(y)− l0(y)|, |l0(y)|, |l1(y)|).
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The estimate of the 4-th order interpolation polynomial A
(4)
i (y) in y follows (8.24). Since

li(y), l1(y) − l0(y) is linear in y, the maximum of each term is achieved at the endpoint y =
y0, y = y1, and we can bound li, l1(y)− l0(y) and II(t).

Estimate ∂f . We use ∂H4(x, y) to approximate ∂f , which has the formula (8.52). We further
approximate h1∂xH4 by constructing interpolation similar to (8.56)

S̃4 = B(y) + (3t2 − 2t)l1(y) + (3t2 − 4t+ 1)l0(y),

with Qi in (8.56) replaced by the linear interpolation ofMi (8.52), li, B(y) is the same as (8.53).
Using (8.54), (8.63), and (8.68), we yield

|∂xf − S̃

h1
| ≤ | S̃4

h1
− ∂xH4|+ |∂xf − ∂xH4| = I + II,

|I| ≤
∣∣∣B(y)

h1
− f(x1, y)− f(x0, y)

h1

∣∣∣+ 1

h1
(|3t2 − 2t|+ |3t2 − 4t+ 1|)max

i
|Mi − li|

≤ h42
384

||∂4y∂xf ||L∞(D) +
h1h

2
2

16
||∂2x∂2yf ||L∞(D),

where D = [x0, x1] × [y0, y1]. For II, we apply (8.36). It remains to estimate S̃. Using the
notation in (8.57), Qi,lin = li, B = Blin +Bnlin, we obtain

S̃4 = B + (3t2 − 2t)Q1,lin + (3t2 − 4t+ 1)Q0,lin = Slin +Bnlin,

and then estimate S̃4 using (8.58) and (8.60). The estimate for ∂yf is similar.

8.5. Weighted estimates of a function using derivatives. In our estimate of the residual
error or some norms, we need to estimate F (x)ρ(x) near x = 0 with a singular weight ρ. In
this section, we discuss how to use the estimate of the derivatives of F to estimate the weighted
norm of F . Note that ∂ix∂

j
yF can be estimated by the methods in Sections 8.1-8.4.

Typical behavior of ρ near x = 0 is |x|−k, k = 2, 52 , 3 or |x|−kx−1/2
1 . See (6.4), (6.3). By

decomposing ρ = |x|−ix−j/21 ρm, where ρm is regular near x = 0, we only need to estimate

F |x|−ix−j/2. Denote

Ex(F, i)(x, y) ,
1

xi+1

∫ x

0

F (z, y)(x− z)idz, Ey(F, i)(x, y) ,
1

yi+1

∫ y

0

F (x, z)(y − z)idz.

Using Fubini’s Theorem, we get

Ex(Ey(F, j), i) = Ey(Ex(F, i), j) =
1

xi+1yj+1

∫ x

0

∫ y

0

F (x− t)i(y − s)jdtds , Eij(F )(x, y).

Using the piecewise bound of F , we can bound these functions easily. See (8.66).
For F (x, y) odd in x and ∇kF (0) = 0 for k ≤ 2, we have the following identities

F (x, y) =

∫ y

0

Fy(x, z)dz + F (x, 0)

=

∫ x

0

∫ y

0

Fxyy(t, s)(y − s)dtds+ y

∫ x

0

Fxxy(t, 0)(x− t)dt+
1

2

∫ x

0

Fxxx(t, 0)(x− t)2dt.

Using the average operators, we yield

|F (x, y)| ≤ Exy(|Fxyy|, 0, 1)xy2 + x2yEx(|Fxxy(·, 0)|, 1) +
x3

2
Ex(|Fxxx(·, 0)|, 2)(x, 0).

Denote β = arctan( yx ), r = (x2 + y2)1/2. Using these estimates, for a+ b = 3, b ≤ 1, we get

(8.64)

|F (x, y)|
raxb

≤ 1

2
Ex(|Fxxx|, 2)(x, 0) cos3−b(β) + Exy(|Fxyy|, 0, 1) cosβ1−b sin2 β

+ Ex(|Fxxy(·, 0)|, 1) cos2−b sinβ.
Since we have the bounds for these coefficients, e.g., Exy(|Fxxy|, 0, 1), by maximizing β ∈ [0, π/2],

we obtain the bounds for F
r3 and F

r5/2x1/2 .
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Similarly, we can bound
∂i
x∂

j
yF

rk
, i+ j + k ≤ 3. For odd F , we have

(8.65)

|F | =
∣∣∣
∫ x

0

Fx(z, y)dz
∣∣∣ ≤ Ex(|Fx|, 0)x,

|F | =
∣∣∣
∫ y

0

Fy(x, z)dz + F (x, 0)
∣∣∣ =

∣∣∣
∫ x

0

∫ y

0

Fxy(t, s)dxdy +

∫ x

0

Fxx(t, 0)(x− t)dt
∣∣∣

≤ Exy(|Fxy|, 0, 0)xy + Ex(|Fxx(·, 0)|, 1)(x, 0)x2, ∇kF (0) = 0, k = 0, 1,

|Fx| = |
∫ y

0

Fxyy(x, z)(y − z)dz + y

∫ x

0

Fxxy(z, 0)dz +

∫ x

0

Fxxx(z, 0)(x− z)dz|

≤ Ey(|Fxyy|, 1)y2 + xyEx(|Fxxy|(·, 0)|, 0) + x2Ex(|Fxxx(·, 0)|, 1), ∇kF (0) = 0, k ≤ 2.

Using estimate similar to (8.64), we can bound F
|x|2 ,

F
|x|3/2|x1|1/2 ,

F
|x| .

Weighted derivatives. Similarly, we estimate
∂xi

F

|x|2 ,
∂xi

Fx
1/2
j

|x|5/2 . For odd F with ∇kF = 0, k ≤ 2,

using (8.65) with F replaced by Fy, we get

|Fy| ≤ Exy(|Fxyy|, 0, 0)xy + Ex(|Fxxy(·, 0), 1)(x, 0)x2.

Then, we can use the method in (8.64) to estimate

|xj |α∂xiF

|x|2+α = (g(β))α
∂xiF

|x|2 , g(β) = cosβ, j = 1, or sinβ, j = 2.

We also need to estimate Fx

|x| and
Fy

|x| . Using (8.65) with F replaced by Fy, we get

|Fy| ≤ Ex(|Fxy |, 0)x.

For Fx

|x| , we have two cases. If F (x, 0) ≡ 0, we yield

|Fx| ≤ Ey(|Fxy, 0|)y.

Without the vanishing conditions, we require ∇F (0, 0) = 0 and yield

|Fx(x, y)| =
∣∣∣
∫ y

0

Fxy(x, z)dz + Fx(x, 0)
∣∣∣ =

∣∣∣
∫ y

0

Fxy(x, z)dz +

∫ x

0

Fxx(z, 0)dz
∣∣∣

≤ Ey(|Fxy |, 0)y + Ex(|Fxx|(·, 0), 0)x.

Then we apply the method in (8.64) to estimate
∂xi

F

|x| .

Piecewise bound for powers. Let xi = ih, Ii = [xi−1, xi]. Suppose that 0 ≤ f with f(x) ≤
fi, x ∈ Ii, i ≥ 1. We can obtain a piecewise bound for

(8.66) Ik(f) =
1

xk+1

∫ x

0

f(z)(x− z)kdz =
1

xk+1

∫ x

0

f(x− z)zkdz =

∫ 1

0

f(x(1− t))tkdt,

from above for x ∈ Im = [(m − 1)h,mh], where we have used a change of variable z = tx. We
fix x ∈ Im = [(m− 1)h,mh]. We partition [0, 1] into Ji = [(i− 1)/m, i/m], 1 ≤ i ≤ m. Since for
t ∈ [(i − 1)/m, i/m], we have (m− 1)(m− i) = m2 −m(i+ 1) + i ≥ m(m− i− 1) and

x(1−t) ≥ (m−1)h(1− i

m
) =

(m− 1)(m− i)h

m
≥ (m−i−1)h, x(1−t) ≤ mh(1− i− 1

m
) = (m−i+1)h.

Thus for t ∈ Ji, we get x(1 − t) ∈ Im−i ∪ Im−i+1, I0 = ∅, f(x(1 − t)) ≤ max(fm−i, fm−i+1).
It follows

Ik(f) =
∑

1≤j≤m

∫

Ji

f(x(1−t))tkdt ≤ 1

k + 1

∑

1≤i≤m

1

mk+1
(ik+1−(i−1)k+1)max(fm−i, fm−i+1), f0 = 0.
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8.6. Estimate of some explicit polynomials. We use the following bounds for some poly-
nomials in the error estimate of the interpolation.

Lemma 8.1. We have the following estimates

|(t− a)(t− b)| ≤ (b− a)2

4
, t ∈ [a, b],(8.67)

|3t2 − 2t|+ |3t2 − 4t+ 1| ≤ 1, t ∈ [0, 1],(8.68)

|t(t− 1)(t− 2)| ≤ 2

3
√
3
, t ∈ [0, 2],(8.69)

t(t− 1)2 ≤ 4

27
, t ∈ [0, 1],(8.70)

|t(t− 1)(t− 2)(t− 3)| ≤ 1, t ∈ [0, 3],(8.71)

|t2(t− 1)2(t− 2)| ≤ 1

10
, t ∈ [0, 1].(8.72)

Proof. The proof of (8.67) follows from the inequality of arithmetic and geometric means (AM-
GM) or a direct calculation.

For (8.68), firstly, we note that |a|+ |b| = |a+ b| or |a− b|. It suffices to prove |a+ b| ≤ 1 and
|a− b| ≤ 1 for a = 3t2 − 2t, b = 3t2 − 4t+ 1. Since t2 − t ∈ [−1/4, 0], 2t− 1 ∈ [−1, 1], we have

a+ b = 6t2 − 6t+ 1 ∈ [−1/2, 1], a− b = 2t− 1 ∈ [−1, 1],

which implies |a+ b|, |a− b| ≤ 1. We prove the desired result.
Denote s = t− 1 ∈ [−1, 1]. Then using the AM-GM inequality, we have

t2(t− 1)2(t− 2)2 = (t− 1)2(t2 − 2t)2 =
1

2
2s2(1− s2)2 ≤ 1

2
(
2s2 + 2(1− s2)

3
)3 =

4

27
.

Taking the squart root on both sides proves (8.69).
To prove (8.70), applying the AM-GM inequality, we get

t(1− t)2 =
1

2
2t(1− t)2 ≤ 1

2
(
2t+ 2(1− t)

3
)3 =

4

27
.

Denote s = t(3− t) ∈ [0, 94 ]. Then we have |s− 1|2 ∈ [0, 2] and

|(t− 1)(t− 2)t(t− 3)| = |s(t2 − 3t+ 2)| = |(2 − s)s| = |1 − (s− 1)2| ≤ 1,

which implies (8.71).
To prove (8.72), we use (8.67) with a = 0, b = 1 and (8.69) to obtain

|t2(t− 1)2(t− 2)| ≤ 1

4

2

3
√
3
=

1

6
√
3
<

1

10
,

where the last inequality follows from (6
√
3)2 = 108 > 100 = 102. �
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