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Abstract

In (Comm Pure Appl Math 62(4):502-564, 2009), Hou and Lei proposed a
3D model for the axisymmetric incompressible Euler and Navier—Stokes equations
with swirl. This model shares a number of properties of the 3D incompressible Euler
and Navier—Stokes equations. In this paper, we prove that the 3D inviscid model with
an appropriate Neumann-Robin or Dirichlet-Robin boundary condition will develop
a finite time singularity in an axisymmetric domain. We also provide numerical
confirmation for our finite time blowup results. We further demonstrate that the
energy of the blowup solution is bounded up to the singularity time, and the blowup
mechanism for the mixed Dirichlet-Robin boundary condition is essentially the
same as that for the energy conserving homogeneous Dirichlet boundary condition.
Finally, we prove that the 3D inviscid model has globally smooth solutions for a class
of large smooth initial data with some appropriate boundary condition. Both the
analysis and the results we obtain here improve the previous work in a rectangular
domain by Hou et al. (Adv Math 230:607-641, 2012) in several respects.

1. Introduction

Whether the 3D incompressible Euler or Navier—Stokes equations can develop
a finite time singularity from smooth initial data with finite energy is one of the
most challenging questions in nonlinear partial differential equations [13]. There
have been many previous studies devoted to this challenging question, see e.g. [5—
7,9-11,28] and three recent review articles [1,8,18]. There have been a number of
attempts to investigate the possible finite time singularity formation of the 3D Euler
equations through numerical computations, see e.g. [3,15-17,25,29,31]. Most of
the previous studies on finite time singularity have been inconclusive [18-20].
However, the recent work of Luo and Hou in [27] presents convincing numerical
evidence that the 3D axisymmetric Euler equations can indeed develop a finite time
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singularity. The presence of the boundary and the specially designed symmetry of
the initial condition seem to play a crucial role in generating this highly anisotropic
singularity that is not of Leray type.

In [21], Hou and Li investigated the stabilizing effect of convection via an exact
1D model. They found that the convection term plays an essential role in canceling
the destabilizing vortex stretching terms in this 1D model. This observation enabled
them to obtain a pointwise estimate via a Lyapunov function which controls the
dynamic growth of the derivative of vorticity. Motivated by the work of [21], Hou
and Lei further investigated the role of convection by constructing the following
3D model of the axisymmetric Navier—Stokes equations with swirl [22]:

du=v (32 + 29, +82) u +2ud, ¥,
dhw=v (32 + 28, +82) w + 3, ), (1.1)
— (2420, +)) ¥ =o.

When v = 0, we refer to the above model as the 3D inviscid model. This model is
derived by using a reformulated Navier—Stokes equations in terms of a set of new

variables (v, w, ¥) = W’ ?, ¥?)/r, where r = ,/xf + x%, u? is the angular
velocity, @’ the angular vorticity, and ¥ the angular stream function, see [21,
22]. The only difference between this 3D model and the reformulated Navier—
Stokes equations is that we neglect the convection term in the model. This new
3D model shares several well known properties of the full 3D Euler or Navier—
Stokes equations [22]. These include an energy identity for smooth solutions, a
non-blowup criterion of Beale-Kato—Majda type [2], a non-blowup criterion of
Prodi—Serrin type [30,32], and a partial regularity result for the model [23], which
is an analogue of the Caffarelli-Kohn—Nirenberg theory [4,26] for the full Navier—
Stokes equations.

Despite the striking similarity at the theoretical level, this 3D model seems to
have a very different behavior from that of the Euler or Navier—Stokes equations.
Numerical study in [22] seems to indicate that the model develops a potential
finite time singularity from smooth initial data with finite energy. In a recent paper
[24], Hou, Shi, and Wang proved that the inviscid model can develop a finite time
singularity for a class of smooth initial data with a Neumann-Robin boundary
condition. The analysis in [24] was carried out for a rectangular domain and does
not apply to the axisymmetric domain considered in this paper.

In this paper, we prove that the 3D inviscid model with an appropriate bound-
ary condition of Neumann-Robin type can develop a finite time singularity starting
from smooth initial data on a bounded or an unbounded exterior axisymmetric
domain. The analysis in the axisymmetric unbounded domain presents several new
difficulties. First of all, the local well-posedness of the initial boundary value prob-
lem requires an elliptic regularity estimate on a domain with corner. By assuming
that the initial value of u satisfies an appropriate condition at the corner, we can
show that w satisfies certain compatibility condition at the corner as long as the
solution remains smooth. Using this compatibility condition on w, we can recover
the classical elliptic estimate for 1 in terms of w in the special domain with corner
that we consider here.
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The analysis of proving finite time singularity is more complicated in the case
of an axisymmetric unbounded exterior domain. In the previous work in [24], the
first eigenfunction of the Laplacian operator in a rectangular domain is positive and
can be written explicitly as a tensor product of one-dimensional sine functions. In
the case of an unbounded exterior domain, a positive decaying eigenfunction of the
Laplacian operator does not seem to exist. This requires us to come up with a new
method of analysis. The new method of analysis is based on a delicate balance of
different integral quantities that we try to control. Using this analysis, we can find a
relatively large class of positive decaying test functions that we can use to obtain a
desired nonlinear differential inequality, leading to finite time blowup. Such method
of analysis is more general than the one presented in [24]. It may find applications
in analyzing finite time blowup of other nonlinear PDEs.

The results we obtain in this paper improve those in [24] in several respects.
First of all, we remove the positivity condition of an integral quantity involving
the logarithm of the initial condition, i.e. log(u%). This positivity condition poses a
severe constraint on the kind of initial data that could develop a finite time singu-
larity. By removing this condition on u(, our blowup results apply to a much larger
class of initial data than those considered in [24]. Our numerical experiments sug-
gest that if one imposes the positivity condition on this integral quantity at t = 0,
the energy tends to increase rapidly in time and may become unbounded at the sin-
gularity time. However, if we choose an initial condition #¢ such that this integral
quantity is negative and large in amplitude, then the energy grows very slowly in
time and remains bounded at the singularity time. The second improvement is that
we establish the global regularity of the 3D model for a class of initial boundary
value problem with large initial data, while the previous result in [24] requires some
smallness condition on the initial data.

To confirm the analytical results on the finite time blowup of the 3D model,
we have performed well-resolved adaptive computations of the 3D model with
axisymmetric initial and boundary data that satisfy the conditions of our theo-
rems. For the initial condition we consider here, we demonstrate that the energy
remains bounded up to the singularity time. Thus, the finite time blowup of the
3D model is not driven by infinite energy. Moreover, we repeat the computation
using the same initial condition, but changing the boundary condition from the
mixed Dirichlet-Robin boundary condition to the energy conserving homogeneous
Dirichlet boundary condition for 1. We find that the mechanism for finite time
blowup of the mixed Dirichlet-Robin boundary condition is essentially the same as
that of the energy conserving homogeneous boundary condition.

It is worth pointing out that the point of singularity for the 3D axisymmetric
Euler equations reported in [27] coincides with a stagnation point of the flow at the
boundary r = 1 where the effect of convection is minimized. This is consistent with
the main message conveyed in [21,22,24] and the current paper. If one can treat
the convection term as a small perturbation to the 3D Euler equation, the analysis
presented in this paper may shed some light to the understanding of the mechanism
of singularity formation of the 3D Euler equation.

The paper is organized as follows. In Section 2 we will state our main results
and present our main ideas of their proofs. Section 3 is devoted to proving the finite
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time singularity of the 3D inviscid model. In Section 4, we present some numerical
evidence for finite time blowup of the 3D model, confirming our theoretical results.
We present our global well-posedness result in Section 5. The local well-posedness
of the initial boundary value problem is discussed in Appendix A.

2. Main Results

In this section we set up our problem and state our main results. First of all, let
us recall that the 3D model (1.1) is formulated in terms of a set of new variables
u=u/r,o = &?/r,y = ¥?/r. Due to this change of variables, the origi-
nal three-dimensional Laplacian operator for 17 is changed to a five-dimensional
Laplacian operator for i in the axisymmetric cylindrical coordinate in (1.1). Thus
we can reformulate our 3D inviscid model in the three-dimensional axisymmetric
cylindrical domain

Dy ={0rmeR iy Sr=\/d+d <posz<1f

as a five-dimensional problem in the axisymmetric cylindrical domain

2

4
QL) =1 (1, x4, R iy S = ijz <y;05z<1
j=1

Itis much more convenient to perform the well-posedness and the finite time blowup
analysis for our 3D model in the five-dimensional setting. In the remaining part of
the paper, we will carry out our analysis in this axisymmetric five-dimensional
domain.

Denote

k [° ek eosh® cosh?(6) do
Jo* ekeosh® cosh(6) do

Sexterior = [/3 >0 | B# , Vk € Z+]. 2.1

Now we are ready to state the first result of this paper which is concerned with
the local well-posedness of classical solutions to the 3D inviscid model with a
Neumann-Robin type boundary condition on the exterior domain €2 (1, c0).

Theorem 2.1. Let Sexterior be definedin (2.1) and B € Sexterior- Consider the initial-
boundary value problem of the 3D model (1.1) with the initial data

ug € H3(Q(1,00)), o € H*(Q(1, 00)), (2.2)
and the Neumann-Robin type boundary condition

Wr +BYr=1 =0, Yelz=0=0. Yrl:=1 =0. (2.3)

Further, weassumethatu(z) > 0for0 <z < 1, upl;=0,1 = tozl;=0,1 = Yozl;=0,1 =
0, and (Yor + BYo)lr=1 = 0. Then there exists a unique smooth solution (u, V) to
the 3D inviscid model with the initial data (2.2) and the boundary condition (2.3)
on [0, T) for some T > 0. Moreover, we have

ueC0,T), H(Q(1,00))), ¥ € C(0,T), H(Q(1, 00))). 2.4)
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The proof of Theorem 2.1 relies on an important property of the elliptic operator
with the mixed Neumann-Robin type boundary condition. Note that the boundary
condition in (2.3) is not the third type. To recover the standard elliptic regularity
estimate, we need to study the spectral property of the differential operator which
requires that 8 € Sexterior- The condition B € Sexterior Can be also understood as a
special case of the classical necessary and sufficient condition for solvability of an
elliptic equation in terms of the kernel of the adjoint operator.

Next, we state the finite time blowup result of the exterior problem (1.1), (2.2)
and (2.3).

Theorem 2.2. Suppose that all the assumptions in Theorem 2.1 are satisfied. Let
Bz2+2/1+ % a="28and

¢(r,z) =0(r)sin(rz), 0(r) = e—Wz’ D(r,z7) = ¢rr + gq‘)r + ¢ (25)

Then the solution of the 3D inviscid model will develop a finite time singularity in the
H?3 norm provided that fol [° @ log(ud)r? dr dz is finite and fol I @or3 drdz
is positive.

To prove Theorem 2.2, we need to construct a special positive test function that
satisfies certain properties. In the case of a rectangular domain, one can simply
take the product of sine functions in the xy-domain as a testing function. In the
case of an unbounded exterior domain in the axisymmetric geometry, a positive
and decaying eigenfunction of the Laplacian operator does not seem to exist. This
requires us to develop a new method of analysis. We will present the details of the
proof of Theorem 2.2 in Section 3.

Remark 2.1. We remark that Theorems 2.1 and 2.2 can be also generalized to the
bounded domain case €2(0, 1). We will not present this result here.

Remark 2.2. When 8 is small, we can prove that the energy of the initial boundary
value problem that we consider here will be bounded as long as the solution remains
smooth (see Proposition 2.1 in [24]).

Our next theorem concerns the local well-posedness and finite time blowup of
the 3D inviscid model in a bounded axisymmetric domain €2 (0, 1).

Let (A, 6k(r)) (k = 1,2, ...) be the eigenvalue—eigenfunction pair of the fol-
lowing Dirichlet eigenvalue problem:

— (024 328,) 0k = MOk, €0, 1),
{(, 20,) Ok = Akbk [0, 1) 2.6)

Oklr=1 = 0.
Define

_ Vi (eVH 4 eV
Sinteri()rz[ﬂ>0|,35£)tkvﬂ§é vk — ok forall k=1,2,...¢,

2.7)
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and

e—(x(z—l) + eot(z—l)

¢(r.z) = 5 01(r). (2.8)

Moreover, we assume that «, B satisfy

re¥—e™® eV + e~ Vi
0 VAL, = —— Ml ————— ). 2.9
o= ﬂ ote“+e_“> l(em—e_m ( )

We can prove the following local-well-posedness and finite time blowup results.

Theorem 2.3. (A) Local well-posedness. Let Sinterior be defined in (2.7) and B €
Sinterior- Consider the initial-boundary value problem of the 3D model (1.1) with
the initial data ug € H3(2(0, 1)), Yo € H*($2(0, 1)) and the Dirichlet-Robin type
boundary condition

V=1 =0, ¥l=1 =0, Y+ BY)l:=0 =0. (2.10)

Furthermore, we assume that

uolz=0,1 =0, uolr=1 =0, Yol;=1 =0, (Wo; + BV¥o)l:=0 =0, Yol,=1 =0.
@.11)

Then there exists a unique smooth solution (u, V) to the 3D inviscid model with the
initial data (2.11) and the boundary condition (2.10) on [0, T) for some T > O.
Moreover, we have

ue C(0,T), H(£2(0,1))), ¥ € C([0,T), H*((0, 1))). (2.12)

(B) Finite time blowup. Suppose (2.9) is satisfied and ug > 0for0 <z < 1. Let
® be defined as in (2.5). Iffo1 fol (log u)®r3drdz is finite and fol fol Vo, Oridrdz
is positive, then the solution of the 3D inviscid model will develop a finite time
singularity in the H> norm.

Theorem 2.3 can be proved by following an argument similar to that in [24].
We just need to replace the first eigenfunction sin x| sin 7w x sin 7 x3 sin w x4 of
the rectangular domain by the first eigenfunction ¢; (x) of the unit ball in R*. We
will omit the proof of Theorem 2.3 in this paper.

The last theorem concerns the global well-posedness of a class of initial bound-
ary value problems in the axisymmetric domain €2(0, 1). The most interesting
aspect of this result is that the initial condition can be made as large as we wish in
the Sobolev space. This is achieved by effectively imposing the boundary condition
for 9, Y |3 (0,1) = —M with M being a large positive constant.

Theorem 2.4. Let M > 0 and s = 3. Assume that ug € H*(2(0, 1)), ¥y €
HF1(Q(0, 1)) with 8Fug| .= = 8*uol.=1 = Oforallintegersk =0, ..., [*52]+1
and Yolr=1 = —Mz, 0;Y0|,—=0 = 9;V0l;=1 = —M. Then the 3D inviscid model
with the initial and boundary data

u(0,-) =uo(), ¥(0,)=1vo(), (2.13)
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and
Yyt,1,z2) =—Mz, o,y (t,r,0) =0, ¢, r,1)=—M (2.14)

admits a unique global smooth solution (u, ) withu € C([0, o0); H*(2(0, 1))),
¥ e C([0, 00); HT1(Q(0, 1))) provided that

2

M (2.15)
4C3° '

s

2
VO Yol gs—1 lugll s =

< =,
= 8C2

where Cy is an absolute positive constant depending on s and 2 only. Moreover,
we have

||M(t)2||HS(Q(0,1)) < Cs||M(2)||H~‘(Q(o,1))€_2M’, (2.16)

and

C
IVIY -1 @0y = IV0V0l 1001 + 53, 10l @0 217)

We will present the proof of Theorem 2.4 in Section 5.

3. Finite Time Singularity in the Exterior Domain

In this section, we present the proof of Theorem 2.2, which shows that the 3D
inviscid model develops a finite time singularity in the exterior domain.

Proof of Theorem 2.2. We will prove Theorem 2.2 by contradiction, as in [24].
By the local well-posedness result, we know that the initial boundary value prob-
lem of the 3D inviscid model has a unique solution u € H 3(2(1, 00)) and ¥ €
H*(Q(1, 00)) for0 < t < T forsome T > 0. Let T}, be the largest time for which
our 3D inviscid model has a unique smooth solution u € H>(2) and € H*(Q)
for 0 < ¢ < Tp. We will prove that T, < oo. Suppose that T, = co. Then we have

u € C([0, 00), H3(Q(1, 00))), ¥ € C([0, 00), H*(Q2(1,00))).  (3.1)

We will prove that (3.1) would lead to a contradiction.
Define ¢ and & as in Theorem 2.2. By a straightforward calculation, we have

D(r, 2) = [4a*r* — Ba + )P (1, 2). (3.2)

Fora =21+ ,/1+ ”Tz,itis easy to get that

40%r? — B+ %) = 40> — Ba +72) =0 forr = 1.
Consequently, we have

®@r,z) 20 for1<r, 05751, (3.3)
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On the other hand, due to the boundary condition on the initial data u¢ in (2.2), one
can use the first equation in (1.1) with v = 0 to solve u:

t
u(t, r, z) = uj(r, z) exp [4/ AU (s, 7, 2) dsl forz #0, 1.
0
Hence, by continuity, as long as the solution is smooth, one also has
u(t,r,0) =u(,r,1) =0. 34

Multiplying the second equation in (1.1) with v = 0 by ¢, and integrating over
Q(1, 00), we have

1 00 3 1 00
— / / (ar2 + 20, + af) Vipr> drdz = / / d.ulp.ridrdz. (3.5
0 1 r 0o Jo

On the one hand, using (3.4) and performing integration by parts, we get

1 00 1 oo 1 00
/ / 8Zu2¢zr3 drdz= —/ / u23§¢r3 drdz:nz/ / uz¢r3 drdz.
0o Ji o Ji 0o Ji

(3.6)

On the other hand, using the boundary condition (2.3) and performing integration
by parts, we obtain by noting that 6, (1) + g6(1) = 0 that

1 00
—/ / (af o af) Yrgpr’ drdz
0 Ji r
d 1
= —/ Wr ¢z — Y%L P)|r=1 dz — —/ / (32 + =9 )¢Zr3drdz
dr 0
d 1 o]
+ = / / V. 92¢r® drdz (3.7)
dr 0 1

1 1 00
=ﬂ9(1)%/0 (COSNZ)(%vLﬂW)Ir:levLC%/O /1 Y. @r’ drdz

d 1 00
= —/ / Y, dr drdz. (3.8)
dr Jo /1

Combining (3.7) with (3.5)-(3.6) gives

d 1 00 1 00
— / / v, ®r’drdz = 72 / / u’gr’ drdz. (3.9)
dr Jo Ji 0 J1

Multiplying the first equation in (1.1) with v = 0 by ® and integrating on
Q(1, oo) yield

d 1 00 1 00
— / / (logu®)®r3drdz = 4 / / ¥, ®r3 drdz. (3.10)
dr Jo 1 o J1
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Since fol [° 8.0 ®@r? drdz > 0, we conclude from (3.9) that

1 00
/ / Y, ®r3drdz > 0 foralls > 0. (3.11)
0 1

By using (3.2), we obtain

1 00 1 [e'e)
/ / (logu®)®r3drdz < / / (log™ u?)®r3 drdz
0o J1 0o J1

1 00
gz// lu|®r3 drdz
0 1
1 1
1 00 2 1 o] oy 2
gz(// |u|2¢r3drdz) (// (/9) ¢r3drdz)
0 1 0 1
1 o] %
<co(// |u|2¢r3drdz) , (3.12)
0 1

where ¢ is defined by

1

1 00 2 2
co = 2[/ / (4a2r2 — (8a +n2)> ¢r3 drdz] < 00. (3.13)
0o J1
Let
1 o0 1 00
X (1) E/ / Y. ®r¥drdz, Y (1) E/ / (logu®)®ridrdz.  (3.14)
0 J1 0 J1
Using (3.9) and (3.10), we get
d Y(t) =4X(r) (3.15)
dr N ' '
and
d2 1 00
—Y(@) :4;12/ / u’¢r’ drdz. (3.16)
dr? o Ji

Integrating (3.16) twice in time and using (3.15), we obtain

t K 1 [ee)
Y(t) = Y(0) +4X ()t +4712/ / / / u*(z, r, 2)¢r’ dr dzdr ds.
0 Jo JO 1

(3.17)
By our assumption, we have X (0) > 0and Y (0) is finite. Define mo =max{-Y (0), 0}
and 1) = 4#(%) 2> 0. Then we get

Y (0) +4X(0)t; = —mo +4X (0)1; = 0. (3.18)
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Thus, we obtain for r > ¢ that

Y(t) =Y(0)+4X0)t; +4X(0)( —11)

t s 1 00
+47{2/ / / / uz(t, r, z)¢r3 drdzdrds
o Jo Jo J1

t K 1 00
> 4X(0)(1 —t1)+4n2/ / / / u*(z,r,2)¢pr3drdzdr ds.  (3.19)
1 Ju JO 1

Substituting (3.12) into (3.19), we obtain the following estimate for = ¢;:

00 1/2
(/1/ uz(t,r, z)d)r3 drdz) > w
0 Ji1 - e
2 t K 1 o)
L o
0 t1 J JO 1

xdr dzdrds. (3.20)

For t 2 11, we define

F(t) = 4X(O)C(t_tl) / / / / u*(z, r, 2)¢r> dr dz de ds.

(3.21)

Then we have F(¢1) = 0 and F;(t]) = 4x;0) > 0. By differentiating (3.21) twice

Ci
in time and substituting the resulting equation into (3.20), we obtain

2
CL - / / u*(t,r,z2)¢pr> drdz = DF?, (3.22)

where D = %. Clearly, we have F; > 0 for t = ;. Multiplying F; to (3.22) and
integrating from #; to ¢, we get

dr ‘/ZDF3+C (3.23)
dt: 3 '

where C = (F,(t))? = (%)2 > 0. Let

*ody 3¢\
I(x):/ —_—, J:(—) .
0 vy +1 2D
Then, integrating (3.23) from ¢ to ¢ gives

I (F;t)) > ‘/E(IJ_ n oy > 1. (3.24)

Note that both / and F' are strictly increasing functions, and /(x) is uniformly
bounded for all x > O while the right hand side increases linearly in time. It
follows from (3.24) that F'(#) must blow up no later than

V
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T —ty g, = 0 36 1/31 (3.25)
T/ T ax0 T\ 32x(0)n2 oo '

where I, = fooo df = < 00. This contradicts the assumption that the 3D invis-
y+

cid model has a globally smooth solution. This contradiction implies that the 3D
inviscid model with the initial boundary conditions considered in Theorem 2.2
must develop a finite time singularity no later than 7*. This completes the proof of
Theorem 2.2. O

4. Numerical Confirmation of the Finite Time Blowup

In this section we provide numerical evidence on the finite time blowup of the
3D inviscid model (1.1) in the interior domain. Specifically, we numerically solve
(1.1) on the cylinder €2(0, 1) using the initial data:

uo = 300(1 — r»)*sin? (), (4.12)
Yo = —10(1 — r2)(1 — z)e' =Pz, (4.1b)

together with (i) the Dirichlet-Robin type boundary condition (2.10):

V=1 =0, ¥l=1 =0, Y+ BY)l:=0 =0,

and (ii) the energy-conserving homogeneous boundary condition:

Vlr=1=0, ¥l:=0=0, ¥[=1=0. (4.2)

For the Dirichlet-Robin boundary condition (2.10), the parameter § is taken to be
B = 4.87, which roughly corresponds to the choice « = 3 (cf. (2.9)). The purpose
of our experiment is to demonstrate the finite time blowup of the 3D model (1.1)
under both boundary conditions, and to understand the driving mechanism behind
these blowups.

4.1. The Numerical Method

The Equation (1.1) is discretized on an adaptive mesh using a standard 4th-
order finite difference scheme, and is integrated in time using the explicit 4th-order
Runge—Kutta method. The time step is chosen dynamically so that in each step the
relative change of the solution does not exceed a certain threshold, say 5 %. The
adaptive mesh is constructed from a pair of analytic mesh mapping functions (one
in r, one in z), whose parameters are automatically adjusted during the simulation
so that roughly 50% of the mesh points are placed in the “peak” region where
the solution is most singular (see Fig. 5 for an illustration of the mesh used in z).
The detailed construction and update of the adaptive mesh will be reported in a
forthcoming paper, and hence will be omitted here.
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4.2. Overview of the Numerical Results

All computations presented in this section are performed ona 512 x 512 “coarse”
mesh and a 1,024 x 1,024 “fine” mesh. In each computation, the solution is advanced
indefinitely in time until the time step drops below 10~!2. For computations using
the Dirichlet-Robin boundary condition (2.10), the stop time #. and the correspond-
ing time steps At are listed in Table 1. For computations using the homogeneous
boundary condition (4.2), similar results are reported in Table 2. It can be observed
from these tables that: (i) for each computation, there exists a short time interval
right before the stop time 7. (¢.) in which the solution increases rapidly: this can be
readily inferred from the sharp decrease of the time step Af; (ii) the rapid growth
of the solution is more evident for the high resolution (1,024 x 1,024) runs, which
can be deduced from the earlier stop time 7. () in these cases. As will be made
clear in what follows, these scenarios are precursors of the finite time blowup of the
solution that is about to take place (cf. Fig. 1a, 2, 3).

Table 1. Stop time #e and corresponding time steps At for computations using the Dirichlet-
Robin boundary condition (2.10)

Mesh size te At atte At att = 0.0389
512 x 512 0.0389130 7.4029 x 1013 2.5702 x 1077
1,024 x 1,024 0.0389084 8.8433 x 10~ 13 1.5778 x 1077

Table 2. Stop time ¢ and corresponding time steps At for computations using the homo-
geneous boundary condition (4.2)

Mesh size 1 At att] At att = 0.04731
512 x 512 0.0473207 9.7949 x 10~ 13 1.4079 x 107
1,024 x 1,024 0.0473186 9.0729 x 10713 1.7740 x 1077
log(log(max |u])) Kinetic energy: N, = N, =512
36 = 44 T T T T T T
sl
. 3.2 435
=
¥ 28 >, 431
\éi 26 (%D
ED 24 5 425
E 22
2
2 42
18
e 0 0.0‘05 0.‘01 0(;15 0‘02 0.0‘25 0.‘03 0.(;35 0.04 415 0 0.(;05 0})1 0.0‘15 Ov2)2 00‘25 O.‘OS 0(;35 0.04
t t
(a) log(log ||u(-,7)||) (b) kinetic energy E

Fig. 1. The finite-energy, finite time blowup of the solution generated by the Dirichlet-Robin
boundary condition (2.10): a log(log ||u (-, 1) |lco); b kinetic energy E. In a the results from
both the 512 x 512 and the 1,024 x 1,024 resolutions are shown, but the curves overlap and
are virtually indistinguishable from each other
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x10° Estimating the singularity time: ¢, & 0.0389182 10 Estimating the singularity time: ¢, ~ 0.0473541
1.4 12 T T T T T
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(@) Dirichlet-Robin: N, = N, = 512 (b)homogeneous: N, = N, = 512

Fig. 2. Estimate of singularity time based on line fitting for 1/[|u(-, #)|lco & co(ts — t).
a Dirichlet-Robin boundary condition (2.10): the fitting yields #; ~ 0.0389182 for coarse
mesh data and t; &~ 0.0389096 for fine mesh data (not shown); b homogeneous boundary
condition (4.2): the fitting yields #; ~ 0.0473541 for coarse mesh data and #; ~ 0.0473521
for fine mesh data (not shown). In both plots the data 1/||u(-, t) || oo is overlaid with the fitted
line, which are virtually indistinguishable from each other

log(log(max |ul))

36 .
N, =N, =512
341
S N =N.=1024

321
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o 28f
=
<
£ 26t
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2 24f
=
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2 22}
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181
\ - —
16 e . . .
0 0.01 0.02 0.03 0.04 0.05

Fig. 3. The finite time blowup of the solution generated by the homogeneous boundary
condition (4.2), indicated by the unbounded growth of log(log ||« (-, t)||oc). The results from
both the 512 x 512 and the 1,024 x 1,024 resolutions are shown, but the curves overlap and
are virtually indistinguishable from each other

Table 3. Effective mesh resolutions fof, N?H near ||u(-, t)||co at r = 0.038, for compu-
tations using the Dirichlet-Robin boundary condition (2.10) (cf. Fig. 5b)

Mesh size Neft Nzeff
512 x 512 1.8620 x 104 5.4162 x 103
1,024 x 1,024 3.7163 x 104 1.0926 x 104

To see how well the solution is resolved in regions where it is most singular,
we also report in Tables 3, 4 the effective mesh resolutions fof, N fff used in each
computation near the maximum of u, ||u(-, 1) ||, for selected time instants 7 close
to the stop time 7 (77).
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Table 4. Effective mesh resolutions fof, NZeff near ||u(-, t)||co at t = 0.046, for compu-
tations using the homogeneous boundary condition (4.2) (cf. Fig. 5d)

Mesh size Neff NEHE
512 x 512 1.8079 x 10% 4.9889 x 103
1,024 x 1,024 3.6641 x 104 1.0223 x 104

It turns out that, for both boundary conditions (2.10) and (4.2), the 512 x 512
coarse mesh computation and the 1,024 x 1,024 fine mesh computation yield very
similar results. For instance, for computations using the Dirichlet-Robin boundary
condition (2.10), the relative error of ||u(-, 1) || oo between the two resolutions is less
than2.82 % up tot = 0.038. As for computations using the homogeneous boundary
condition (4.2), the relative error of ||u(-, t)| o between the two resolutions is less
than 0.55 % up to t = 0.046. In view of these small differences, in the presentation
below only the results on the coarse mesh will be shown, and the ones obtained on
the fine mesh will be omitted, unless otherwise stated.

4.3. Evidence for Finite-Energy, Finite Time Blowup

We first demonstrate the finite-energy, finite time blowup of the solution gen-
erated by the Dirichlet-Robin boundary condition (2.10). Fig. 1a shows the double
logarithm of the sup-norm of u, log(log ||« (-, )||s0), viewed as a function of time. It
is clear from this figure that || u (-, 7)||cc grows much faster than double exponential,
and it blows up at some finite time #; < 0.04. A closer examination of the data
suggests that ||« (-, 1) ||co ~ O(ts— )~!, and a standard line fitting procedure yields
ts ~ 0.0389182 (Fig. 2a). Note how close f is to 7. = 0.0389130.

Fig. 1b shows the kinetic energy of the solution, defined by (cf. [22])

1/2

1 1 1
E=[§/ / (1 + 209, P + 212 2) dr dz
0 0

It is evident that the energy remains essentially bounded up to the singularity time
ts, and this confirms that the blowup of the solution is not a result of unbound-
edly increasing energy (there do exist, however, finite time blowups with infinite
energies, as we have discovered in our experiments).

We next demonstrate the finite time blowup of the solution generated by the
homogeneous boundary condition (4.2). Fig. 3 shows the double logarithm of the
sup-norm of u, log(log ||u(-, t)|c0), Viewed as a function of time. It is clear that
llu(-, t)]lo again grows unboundedly and becomes infinite at some finite time 7, <
0.05. A closer examination of the data suggests that |[u(-, ) ||oc ~ O (#; — 1~L and
a standard line fitting procedure yields #; ~ 0.0473541 (Fig. 2b). Note how close
t;is to t, = 0.0473207.

To see how well the energy is conserved when the homogeneous boundary
condition (4.2) is enforced, we compute the relative change eg(t) := (E(t) —
E(0))/E(0) of the energy E at the stop time .. The result shows that the coarse
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mesh computation has a relative energy error of eg (z.) ~ 3.9680 x 10~*, and the
fine mesh computation gives eg (f]) ~ 9.8990 x 107>.! This clearly shows that the
energy is well conserved in both computations.

4.4. Checking the Blowup Criteria

We next check that the solution generated by the Dirichlet-Robin boundary
condition (2.10) satisfies the blowup criteria imposed by Theorem 2.3. First, it is
easy to see that (2.9) is satisfied with the choice of the parameters o« = 3, 8 = 4.87.
Indeed, +/A; is the first positive zero of the Bessel function Ji, which has an
approximate value of v/A1 &~ 3.8317, so clearly 0 < o < +/A;. With this choice of
o, we have

A
B ="Ltanha ~ 4.8698 > /4] coth /2] ~ 3.8353,
o

so (2.9) is satisfied.
Next, it is clear that u(z) >0for0 <r <1, 0 <z < 1, and the weighted
integrals of log u(z) and v, ; have the values:

1 1 1 1
/ / (log u)®r3 dr dz ~ —166.446, / / Vo..®r drdz ~ 20.659.
0o Jo 0o Jo

So the conditions of Theorem 2.3 are satisfied. This implies that the solution gen-
erated by (2.10) must blow up in finite time.

It is worth pointing out that the weighted integrals of log u% and v ; both
increase with time. In particular, at t = 0.0389, the time shortly before the singu-
larity time £, they take the values:

1 1 1 1
/ / (log u3)®r3 dr dz ~ —125.8302, / / Vo..®r dr dz ~ 21.0756.
0 0 0 0

Note that the integral of log u% has remained negative which has ensured the slow
growth of the energy E. If both integrals become positive, then the energy will
necessarily grow quadratically fast, as the proof of Theorem 2.3 shows.

4.5. Understanding the Blowup

So far we have demonstrated the finite time blowup of the solutions generated by
both the Dirichlet-Robin boundary condition (2.10) and the homogeneous boundary
condition (4.2). To understand the driving mechanism behind these blowups, we
include below in Fig. 4 a representative contour plot of u# and also in Fig. 5 several
cross-section plots of u, 1, on the symmetry axis » = 0. The results from both
boundary conditions are shown.

! The energy integral is approximated using a 2nd-order trapezoidal quadrature, hence the
2nd-order convergence in its value.
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Contour plot of u at t = 0.03: N, = N. =512

=

02 03
r

(a) Dirichlet-Robin: t = 0.03

0.4 0.5 0.6

600

500

200

100

0.8

0.6

0.4

0.3

0.2

Contour plot of u at t = 0.04: N, = N. =512

800

700

600

500

400

300

200

100

0.2 0.3

r
(b) homogeneous: t = 0.04

0.4 0.5 0.6

Fig. 4. A representative contour plot of u. a Dirichlet-Robin boundary condition (2.10):
t = 0.03; b homogeneous boundary condition (4.2): t = 0.04
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Fig. 5. The cross-section plots of « and v; along the symmetry axis » = 0 near the global
maximum of u. Dirichlet-Robin boundary condition (2.10): a + = 0.03; b ¢+ = 0.038;
homogeneous boundary condition (4.2): ¢t = 0.04; d t = 0.046
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To understand these figures, let’s first recall that the initial data uo as given
by (4.1a) contains a “bump” centered at the point (r¢, z.) = (0, 0.5). When the
solution starts to evolve, the bump splits into two “peaks” which subsequently
move away from each other (this is true regardless of the boundary condition used:
see Fig. 4). Both peaks sharpen under the force of the nonlinear stretching 2uv,,
and the “bottom” peak, i.e. the peak moving towards z = 0, grows at a faster rate
and becomes singular at f; (¢,). The driving force behind this blowup can be readily
understood from Fig. 5: near the “bottom peak” where u attains its global maximum,
a good portion of the “support” of 1/,, i.e. the region on which 1, is comparable to its
positive maximum, overlaps the support of u, the region on which u is comparable
to its positive maximum. This overlap is quite robust even when the supports of
both u and v, become very small (Fig. 5b, d), and it is this nonlinear alignment
between u and v/, that is responsible for the formation of the finite time singularity.

Based on the above observations, it should now be clear that the finite time
blowup of the solution generated by the Dirichlet-Robin boundary condition (2.10)
is not a consequence of the boundary condition itself. Even with the homogeneous
boundary condition (4.2), the solution still blows up in finite time, in much the
same way as the other solution does. While the conservation of the energy enforced
by (4.2) does play a role and delays the singularity time to 7, ~ 0.0473541, the
nonlinear alignment between u and ¥, eventually takes over and drives the solution
to infinity.

5. Global Regularity with Large Data

This section is devoted to proving Theorem 2.4.

Proof of Theorem 2.4. First of all, the local well-posedness of the initial boundary
value problem can be established by using an argument similar to that of [24]. Now
let us assume that (u, ) is a local smooth solution satisfying boundary condition
(2.14) such that u € C([0, T); H*(22(0, 1)), ¥ € C([0, T); Ht1((0, 1))) for
some T > 0. We are going to show that 7 = oo under the assumptions of the
theorem.

Denote by

T=—0.y, u=u’
It is easy to see that
ve C(0,T); H (20, 1)), ueC(0,T); H'(R2(0, 1))).

Differentiating the second equation in (1.1) with v = 0 with respect to z, we get
2, 3 2) qa~_ a2~
0, + =0, +07 ) 0v=20;u.
r

Note that 9;V|3q0,1) = 0. We define g = Ay ! f as the solution of the Laplacian
equation with the homogeneous Dirichlet boundary condition:
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4
(Z o+ a?)g = f. gleon =0, VfeL*Q(.1).

i=1
Then, we can reformulate the 3D inviscid model as follows:
[m = —4iv,

U= A%
Note that the boundary condition in (2.14) implies that

Va1 = M.
If we further denote

vV=0-—M, G.D

we obtain an equivalent system for & and v:

i, = —4Mil — 40y, (5.2)
v = A7 92T, (5.3)
vlago,n = 0. 5.4

Recall the following well-known Sobolev inequality [14]. Let u, v € H*(R2)
with s > n/2 (n is the dimension of €2). We have

luvllzs @) < Csllullms@ vl as@)- (5.5)
We will also use the Poincaré inequality [12]:
lvllas @) < CsllVull gs—1(q) (5.6)

if v[pQ,1) = 0. Here C; is an absolute positive constant depending on s and €2
only.
Taking the H* norm to the both sides of (5.2) and using (5.5)—(5.6), we obtain

3 Tl < =AM @l s +AC T s 10 ] 1 (5.7)
< —aM ||l gs + AC2T] g5 | VOl ot
< (—4M +4CEH| Vol o)l s,

where we have used (5.6).
Next, we apply V to the both sides of (5.3) and take the H°~'-norm. We get

d 1o~
IVl S IVAS %) o (5.8)

102~
S A5 O ullas

2~ ~
S Gollozull gs— = Csllulas,

where we have used the elliptic regularity estimate for Ag !in Lemma A.1.
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By the local well-posedness result and the assumption on the initial condition
(2.15), we know that there exists a positive 7 > 0 such that we have

M
IVo@)ll g1 = 207 0=r=T. (5.9)

Let T* be the largest time such that (5.9) holds. We will prove that 7* = oo.
Suppose T* < oo. Substituting (5.9) into (5.7), we obtain

d ~
qp Il S 2M|lullgs, 0=t <T%, (5.10)

which implies
Il s < lldollgse ™M, 0=t <T* (5.11)

Now substituting (5.11) into (5.8) yields

t
IVl gs—1 = [IVoll grs—1 +Cs||b70||Hs/ e *Msds (5.12)
0
Cy
S Vv s— = l:r s
S [IVullg 1+2M|| olla
M M
§—<—, O§I<T*,
4C2  2C?
where we have used the condition (2.15). Since ||Vv| gys—1 < é% < % for

t < T*and ||illgs < Nldollgse 2 MT" < ||l gs for t < T*, we can use our a

priori estimates (5.7), (5.8) to show that (5.9) remains valid for 0 < ¢ < T* +§ for
some 8§ > 0. This contradicts the assumption that 7* is the largest time such that
(5.9) holds. This contradiction implies that 7* = oo and estimates (5.11), (5.12)
remain valid for all times. This completes the proof of Theorem 2.4. O
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Appendix A. Local Well-Posedness in the Exterior Domain

The local well-posedness theory of the initial-boundary value problem of the
3D inviscid model (1.1) with (2.2), (2.3) is based on Lemma A.2. Once Lemma A.2
is proved, the local well-posedness can be established in exactly the same way as
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the local well-posedness analysis presented in [24]. Let us outline the key points of
proof of Theorem 2.1 as follows. Denote by & = u? and let K : H>(Q2(1, 00)) —
H*(Q2(1, 00)) be alinear operator defined as follows: forall w € H? with fol w(r, z)
dz=0forl <r < ocoand d;w|;=0,1 = 0, K(w) is the solution of the boundary
value problem

—(8,2+%8,—|—8Z2)1/f=a), l<r<oo, 0<z<l,
(I/fr + /31)0)|r=1 =0, 1ﬂz|z=0 =0, Ipzlz:l =0,

where B € Sexterior 15 @ constant. It follows from Lemma A.2 that for any w €
H2(Q2(1, 00)) with fol w(r,z)dz =0for 1 <r < oo and d;w|;=0,1 = 0, we have

IK @) 541,00 = Csllollm2@,o00)-

Since uol|;=0.1 = uo;l;=0,1 = 0, we have f01 d,udz = 0 for 1 < r < oo and
E)zzﬁ| .=0,1 = 0 by using the equation 9,4 = 4%,y . Thus, using the definition of
the operator /C, we can rewrite the 3D inviscid model (1.1) with (2.2), (2.3) in the
following equivalent form:

o, = 4ud,y, (r,z) € (1, 00),
Y = K1), (r,z) € Q(1, 00),

with the initial condition

@, ¥)(r, z,t = 0) = (ud, Yo)(r, 2), (r, 2) € (1, 00).

Now the local existence result in Theorem 2.1 can be obtained by following the
proof of Theorem 2.1 in [24].

It remains to prove Lemma A.2. We will only present the proof of Lemma A.2 in
a slightly modified domain with 1 <r < coand0 < z < . To prove Lemma A.2,
we need the following elliptic estimate which is standard for a regular domain.
Even though our domain has a corner, the elliptic regularity estimate is still valid
by using the compatibility conditions of w at the corner, which can be guaranteed
by the ones of the initial data at the boundary (see the assumptions on the initial
data ug in Theorems 2.1, 2.3 and 2.4).

Consider the elliptic equation

2 3 2
— |9 +;8r+3Z v=f, z¢€l0,m], (A.1)
with the boundary condition
v(#r, 0 =0, vir,m) =0, 0<r <1, v(l,z)=0, (A.2)

in the interior domain Q = {(r,z) |r <1, 0 <z <mw}and

v(r,0) =0, virbm) =0, 1 <r<oo, v(l,z)=0, v(@,z)—> 0asr - o©
(A.3)
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or

v;(7,0)=0, v,(r,m) =0, 1 <r <oo, v(l,z)=0, v(,z)—>0asr —»> oo
(A4)

in the exterior domain Q = {(r,z) | 1 <r <00, 0 <z <m}.
We will focus on the exterior domain problem and use the following nota-

tions: || f17, = Jo [i° f(x. 2} drdz. | £ (. )7, = [{7 f(r.2)°r dr. Similar

notations for H' are also applied.

Lemma A.1. (i) Let f € H™ withm 2 0. Further, we assume that 3§2k)f|zzo =0
and 8§2k)f|zzn = 0 for all integersk =0, ..., [m771] if m > 1. Then there exists
a unique solution v € H™2 10 (A1) with the boundary condition (A.2) or (A.3),
satisfying

vl gm+2 < CILf [z (A.5)

for some generic constant C > 0.

(ii) Let f € H™ with m = 0 satisfying fon f(r,2)dz =0 for1 <r < oo.
Furthermore, we assume that 3Z(Zk+l)f|zzo = 0 and 81(2k+1)f|z:,, = 0 for all
integersk =0, ..., [’"T_z] ifm > 2. Then there exists a unique solution v € Hmt2
to (A.1) with the boundary condition (A.4) satisfying

vl gm+2 < CILf | Em (A.6)
for some generic constant C > Q.

Remark A.1. Part (i) of Lemma A.1 can be proved by performing Fourier Cosine
Transform in z and using a standard energy estimate. The compatibility condi-
tion on f enables us to establish the relevant Parseval equality that expresses the
Sobolev norm of a function in terms of the weighted discrete sum of its Fourier
Cosine Transform coefficients. Alternatively, as suggested by the referee, one can
obtain these estimates by considering the Laplace equation for functions which are
periodic and even in z. The boundary condition can then be imposed only onr» = 1
(on a smooth domain of the form U = (R4\B1) x {circle}). The estimates are
consequences of the standard elliptic theory. Part (ii) of Lemma A.1 can be proved
similarly by performing a Fourier Sine Transform, or by considering the Laplace
equation for functions which are periodic and odd in z.

Lemma A.2. For any given o € H*72(Q2(1, 00)) with s > 4, fon w(r,z)dz =0

for1 < r < oo, and 82(2k+1)a)|z:0 = 8Z(2k+1)a)|z:ﬂ = 0 for all integers k =

o,..., [%‘] if s > 4, there exists a unique solution v € H*(Q2(1, 00)) to the
boundary value problems

(A7)

—(2+328,+)y =0, l<r, 0<z<m,
Wr +BY)r=1 =0, Yzl:=0=0, Yl:=x =0,
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where B € Sexterior IS a constant. Furthermore, we have the following estimate:
IVl 21,000 = Clloll gs—2@(1,00))» (A.8)
where C is an absolute positive constant.

Proof. To prove Lemma A.2, we decompose ¢ = %) + @ where ¢ is
the solution of the elliptic equation with the following mixed Dirichlet-Neumann
boundary condition:

@2+ 28, + )y =w, inQ, 0,
{ z(l)|z:0 =0, I/IZ(I)IZZN =0, yV,-1 =0, v > 0asr - oo. (A9)
Then ? satisfies
—(@2+ 20, +02)y@ =0, inQ(l, 00),
W + BY =1 = =1, (A.10)
Plmo=0. yP=r =0.

The elliptic estimate (ii) with m = s —2 in Lemma A.1 gives ") € H*(Q(1, c0))
and ||y a5 @100 = loll gs—2(Q(1.00))- It remains to show that the Neumann-
Robin problem (A.10) is well-posed.

Applying the Cosine transform to (A.10) with respect to z variable, we obtain

[_(83 + 2000 + K29 =0,
W + By @1, o = =31, k),

where the Cosine transform™ is defined as:

v k) = \/g/ﬂ v (r, 2) cos(kz)dz. (A.12)
0

Let 1//;(2) (r k) = %h(rk, k). Then (A.11) can be written in terms of & as

(A.11)

d? k d 1
2> ~E _ 2 - —
25 h(rk) + = h(rk) (k n rz)h(rk) 0,
which is equivalent to the following modified Bessel equation
20" (r k) + rh' (r k) — (1 + rHh(r, k) = 0.

The general solution of the modified Bessel equation with the decaying property
as r — o0 is given by modified Bessel function:

h(r, k) = C(k)K(r),

where K (r) is the modified Bessel function and can be represented in an integration
form as follows

o0
K(r) = / e @ cosh(F)do, K(r) — Oasr — oo.
0

In fact, we have 0 < K (r) < cor~!/?e™" as r — oo for some positive constant c;.

Thus, the general solution of z/ﬁ\ @ (k, r) is given by
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v, k) = €O g iy, (A.13)

r

The boundary condition of ¥ @ in (A.11) can be used to determine C (k) as follows:

—BY (1, k)

C(k) = .
(B — DK k) + kK’ (k)

(A.14)

Note that C (k) in (A.14) is well-defined for 8 € Sexterior- The remaining part of
the proof is exactly the same as in [24]. We can show that 1/ ®) will have the same
regularity property as v (1. This proves our lemma. We will omit the details here.

10.
11.
12.

13.
. FoLaND, G.B.: Introduction to Partial Differential Equations. Princeton University
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16.
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