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Learning with Big Data

Learning is nding needle in a haystack
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Learning with Big Data

Learning is nding needle in a haystack

@ High dimensional regime: as data grows, more variables!
@ Useful information: low-dimensional structures.
o Learning with big data: ill-posed problem.



Learning with Big Data

Learning is nding needle in a haystack

High dimensional regime: as data grows, more variables!
Useful information: low-dimensional structures.
Learning with big data: ill-posed problem.

Learning with big data: statistically and computationally challenging!



Optimization for Learning

Most learning problems can be cast as optimization.

Unsupervised Learning

@ Clustering
k-means, hierarchical :::

o Maximum Likelihood Estimator Y
Probabilistic latent variable models e —@,
Supervised Learning Output
@ Optimizing a neural network with Neuron

respect to a loss function

Input



Convex vs. Non-convex Optimization

Progress is only tip of the iceberg..

Nonconvex

optimization

Images taken from https://www.facebook.com/nonconvex


https://www.facebook.com/nonconvex

Convex vs. Non-convex Optimization

Progress is only tip of the iceberg..  Real world is mostly non-convex!

Nonconvex

optimization

Images taken from https://www.facebook.com/nonconvex
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Convex vs. Nonconvex Optimization

QoA

%‘o‘o‘o‘o‘o‘o.
SO,
“m‘ n‘o‘o‘o' o

z //'0‘0‘\\
/I I/I

5
K0 B No 0" 2o ‘\\\\\\\‘M, \/ ““\\\

i “ i, N5
&}\ iy “‘f“:‘o c:g:,o{;;;;%%;w S O //II e

uo \““
2

X “Nu
NN \\g\*‘ w
\\\

lvl'

QL
.
SSSssse
S

Unigue optimum: global/local. @ Multiple local optima



Convex vs. Nonconvex Optimization
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@ Unique optimum: global/local.
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Multiple local optima

In high dimensions possibly
exponential local optima



Convex vs. Nonconvex Optimization
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@ Unique optimum: global/local. @ Multiple local optima

@ In high dimensions possibly
exponential local optima

How to deal with non-convexity?



Outline

© Guaranteed Training of Neural Networks



Training Neural Networks

@ Tremendous practical impact
with deep learning.

@ Algorithm: backpropagation.
@ Highly non-convex optimization




Toy Example: Failure of Backpropagation

X1
Labeled input samples
Goal: binary classi cation

Our method: guaranteed risk bounds for training neural networks
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